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#### Abstract

We work with non-planar rooted trees which have a label set given by an arbitrary vector space $V$. By equipping $V$ with a complete locally convex topology, we show how a natural topology is induced on the tree algebra over $V$. In this context, we introduce the Grossman-Larson and Connes-Kreimer topological Hopf algebras over $V$, and prove that they form a dual pair in a certain sense. As an application we define the class of branched rough paths over a general Banach space, and propose a new definition of a solution to a rough differential equation (RDE) driven by one of these branched rough paths. We show equivalence of our definition with a Davie-Friz-Victoir-type definition, a version of which is widely used for RDEs with geometric drivers, and we comment on applications to RDEs with manifold-valued solutions.
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## Introduction

A cornerstone of classical rough path theory is to understand differential equations of the form

$$
\begin{equation*}
\mathrm{d} y_{t}=V\left(y_{t}\right) \mathrm{d} \mathbf{x}_{t} \text { for } t \in[0, T], \text { started at } y_{0} \in F, \tag{1}
\end{equation*}
$$

in which $\mathbf{x}$ is a geometric p-rough path on a Banach space $E$, and $V$ is a continuous linear map from $E$ into the space of vector fields on another Banach space $F$. A number of different approaches to this definition exist. The first chronologically is due to Lyons [19] for whom a solution is defined as a fixed point, in geometric rough path space, of the rough integral equation corresponding to (1). More recently, Gubinelli introduced an essentially equivalent definition which characterises solutions in terms of controlled rough paths, cf.

[^0][14, 15] and [16]. In the finite-dimensional case $E=\mathbf{R}^{d}$ and $F=\mathbf{R}^{n}$, Davie [9] (for $2 \leq p<3$ ) and then Friz and Victoir [11] (for general $p \geq 2$ ) proposed a notion of solution motivated by the Euler approximation for ordinary differential equations. This definition requires that $y$ and $\mathbf{x}$ be related ${ }^{1}$ by
\[

$$
\begin{equation*}
y_{t}-y_{s} \simeq \sum_{k=1}^{\lfloor p\rfloor} \sum_{i_{1}, \ldots, i_{k}=1}^{d} V_{i_{1}} \cdots V_{i_{k}} \operatorname{id}\left(y_{s}\right) \mathbf{x}_{s, t}^{k ; i_{1}, \ldots, i_{k}} \text { for } s, t \in[0, T], \tag{2}
\end{equation*}
$$

\]

where $\mathbf{x}_{s, t}^{k ; i_{1}, \ldots, i_{k}}:=\left\langle e_{i_{1}} \otimes \cdots \otimes e_{i_{k}}, \mathbf{x}_{s, t}\right\rangle$, and $V_{i}(y):=V(y)\left(e_{i}\right)$ when $\left\{e_{i}\right\}_{i=1}^{d}$ denotes the standard basis of $\mathbf{R}^{d}$. Somewhat differently, and inspired by the work of Strichartz [24], Bailleul in [2] interprets a solution as the unique rough flow (a diffeomorphism on $F$ ) associated to a class of approximate flows. This rough flow can be used to construct a path $y$ which satisfies

$$
\begin{equation*}
f\left(y_{t}\right)-f\left(y_{s}\right) \simeq \sum_{k=1}^{\lfloor p\rfloor} \sum_{i_{1}, \ldots, i_{k}=1}^{d} V_{i_{1}} \ldots V_{i_{k}} f\left(y_{s}\right) \mathbf{x}_{s, t}^{k ; i_{1}, \ldots, i_{k}} \text { for } s, t \in[0, T], \tag{3}
\end{equation*}
$$

for all smooth enough functions $f: F \rightarrow G$ and for any Banach space $G$. See Proposition 3.5 of [2].

In many situations (3) is a more natural test than (2) to determine if a given path $y$ solves (1). For example, on any smooth manifold (3) still has meaning even if the increment on the left side of (2) does not. This observation has been used in [5] in order to study rough differential equations on submanifolds of $\mathbf{R}^{d}$. One application of this paper will be to show the equivalence of (2) and (3); this is currently unknown even for the special case sketched above where $E$ and $F$ are finite-dimensional and for geometric $\mathbf{x}$. The basic challenge is algebraic: a general smooth function $f$ can have non-zero derivatives of any order, while the derivatives of the identity function of degree two and higher vanish identically. The summands in (3) therefore typically involve many more terms than those in (2), and to handle these we need to systematically keep track of terms involving derivatives of $f$ of a fixed degree. The algebraic structure needed is exactly the Grossman-Larson Hopf algebra on labelled rooted non-planar trees. These ideas, which orginally go back to Cayley [6], appear in Butcher's seminal study of numerical methods for differential equations [4]. Connes and Kreimer [8] and Grossman and Larson [12] subsequently introduced two different Hopf algebra structures based on rooted trees; these are dual to each another, cf. [21] and [17], allowing one to view the Butcher group either as the character group of the Connes-Kreimer algebra, or as the group-like elements of the Grossman-Larson algebra. Recently the connection between tree algebras, renormalisation theory and rough paths has led to new results such as the work by Bruned, Chevyrev, Friz and Preiß [3].

[^1]Our analysis admits two important generalisations on the motivating discussion above, namely:

1. It allows for branched rough path drivers. These have been introduced by Gubinelli and developed further by Hairer and Kelly. They generalise the notion of a geometric rough path by removing the algebraic constraints which come from the classical integration-by-parts relations. As such, a wider class of driving signals can be accommodated, e.g. stochastic rough paths constructed via iterated Itô integration.
2. It permits $E$ and $F$ to be general Banach spaces. An key advantage of classical rough path theory is its ability to treat models in which the signal and response evolve in infinite dimensional state-spaces. This poses an extra challenge to the algebraic methods, most of which work for trees with a finite - or at most countable - label set. In this article, by constrast, we will work with general locally convex topological vector spaces as label sets.

The eventual outcome of this paper will thus be to close two gaps in the literature: we present the first rigorous treatment of infinite-dimensional branched rough paths and then, in this general setting, we prove that (3) is equivalent to the classical Davie-Friz-Victoir notion of solution to a rough differential equation.

The structure of this work is as follows. In Section 1 we define trees as partially ordered sets and introduce the properties and operations that are relevant in later sections. Section 2 contains the construction of algebras of labelled trees, where the label set is given by an arbitrary vector space $V$. If $V$ carries a topology, then this topology induces a topology on the tree algebras associated to $V$. This topology is introduced in Section 3. Once the algebraic and topological algebras of Grossman-Larson and Connes-Kreimer are introduced, we show in Section 4 that they form a dual pair of Hopf algebras. Finally we apply this duality in the context of rough paths in Section 5 .

## 1 The set of non-planar rooted trees

There exist various equivalent definitions for the set of non-planar rooted trees and here we choose to follow [17] and work with equivalence classes of partially ordered sets. Two partially ordered sets are defined to be equivalent if there exists an order preserving bijection between them.

Definition 1.1 A Non-planar rooted tree $\mathfrak{t}$ is an equivalence class of finite partially ordered sets $S$ such that $S$ has a unique minimal element and for every $v \in S$ the set $\{w \in S: w \prec$ $v\}$ is totally ordered. The set of all (non-planar rooted) trees is denoted by $\mathfrak{T r}$.

From now on, by a tree $\mathfrak{t} \in \mathfrak{T} \mathfrak{r}$ we mean a generic representative of the equivalence class and we will address the problem of well-definedness where we deem it necessary.

The elements of a tree $\mathfrak{t} \in \mathfrak{T r}$ are called vertices and its unique minimal element is called its root and it is denoted by $r(t)$. By $v(t):=\mathfrak{t} \backslash r(t)$ we denote the set of all vertices of $\mathfrak{t}$ without the root. Finally we define $|\mathfrak{t}|$ to be the number of elements of $v(t)$ and we call this number the degree of $\mathfrak{t}$. There exists a unique $\mathfrak{t} \in \mathfrak{T} \mathfrak{r}$ with $|\mathfrak{t}|=0$ and we denote this tree by 1 .

The symmetry group $\operatorname{SG}(\mathfrak{t})$ of $\mathfrak{t} \in \mathfrak{T} \mathfrak{r}$ is the group of all order-preserving bijections from $\mathrm{v}(\mathrm{t})$ to $\mathrm{v}(\mathrm{t})$.

For $\mathfrak{t} \in \mathfrak{T r}$ and $v \in \mathfrak{t}$, denote by $\mathrm{c}(v)$ the set of children of $v$, i.e. all vertices $w \in \mathfrak{t}$ such that $w \succ v$ and such that there exists no $x \in \mathfrak{t}$ with $w \succ x \succ v$.

Trees can be canonically interpreted as graphs where the vertices of the graph correspond to the vertices of the tree and the edges of the graph correspond to the statement 'is a child of?

An important operation is that of grafting two trees together. Let $\mathfrak{t}, \mathfrak{s} \in \mathfrak{T r}$ be two trees. A grafting map from $\mathfrak{t}$ to $\mathfrak{s}$ is a map $d: \mathrm{c}(\mathrm{r}(\mathfrak{t})) \rightarrow \mathfrak{s}$, i.e. it assigns a vertex of $\mathfrak{s}$ to every child of the root of $\mathfrak{t}$. Denote by $\operatorname{Gr}(\mathbf{t}, \mathfrak{s})$ the set of all such maps. Given $d \in \operatorname{Gr}(\mathbf{t}, \mathfrak{s})$ we define $\mathfrak{t} \xrightarrow{d} \mathfrak{s}:=\mathrm{v}(\mathfrak{t}) \sqcup \mathfrak{s}$ with the additional relation $v \succ d(v)$ for every $v \in \mathrm{c}(\mathrm{r}(\mathfrak{t}))$ (plus all necessary additional relations so that transitivity holds). Here $\sqcup$ denotes the disjoint union.

In the special case where $d(v)=\mathrm{r}(\mathfrak{s})$ for all $v \in \mathrm{c}(\mathrm{r}(\mathfrak{t}))$ we write $\mathfrak{t} \circ \mathfrak{s}$ instead of $\mathfrak{t} \xrightarrow{d} \mathfrak{s}$. Observe that we have $\mathfrak{t} \circ \mathfrak{s}=\mathfrak{s} \circ \mathfrak{t}$, since the operation $\circ$ simply identifies the roots of $\mathfrak{t}$ and $\mathfrak{s}$.

Example 1.2 These are all possible ways of grafting $\mathfrak{t}={ }^{9}$ to $\mathfrak{s}=$ :


Note however that $|\operatorname{Gr}(\mathfrak{t}, \mathfrak{s})|=4$ since there are two possibilities to obtain the middle one of the above three trees. Furthermore the first tree corresponds to $\mathfrak{t} \circ \mathfrak{s}$.

Let $\mathfrak{t} \in \mathfrak{T r}$ be a tree. We call a subset $C \subset \mathrm{v}(\mathfrak{t})$ of its vertices an admissible cut if none of its elements are comparable, i.e. if for all $v, w \in C$ we have neither $v \prec w$ nor $w \prec v$. The set of all admissible cuts of $\mathfrak{t}$ is denoted by $\operatorname{Cut}(\mathfrak{t})$. For a given $\operatorname{cut} C \in \operatorname{Cut}(\mathfrak{t})$ we define the trees

$$
R^{C}(\mathfrak{t}):=\mathfrak{t} \backslash\{v \in \mathrm{v}(\mathfrak{t}): \text { there exists } w \in C \text { such that } w \preceq v\}
$$

and

$$
P^{C}(\mathfrak{t}):=\{r\} \sqcup\{v \in \mathrm{v}(\mathfrak{t}): \text { there exists } w \in C \text { such that } w \preceq v\}
$$

with the additional relations $r \prec w$ for all $w \in C$ (plus all necessary additional relations so that transitivity holds). Intuitively, $R^{C}(\mathfrak{t})$ contains the tree that remains after cutting
away the elements of $C$ and $P^{C}(\mathfrak{t})$ is obtained by grafting all the subtrees that have been removed to a new root.

Example 1.3 The result of the cutting operation when $C$ is given by the highlighted vertices.


In order to keep track of the vertices of a tree $\mathfrak{t} \in \mathfrak{T} \mathfrak{r}$, we would like to consider bijections $\rho: \mathrm{v}(\mathfrak{t}) \rightarrow\{1, \ldots,|\mathfrak{t}|\}$. However, since we are working with equivalence classes of trees, we have to consider equivalence classes of such bijections. Thus we assume that every representative $T$ of $\mathfrak{t}$ comes with a bijective map $\rho_{T}: \mathrm{v}(T) \rightarrow\{1, \ldots,|\mathfrak{t}|\}$ which we call the enumeration of $T$. Furthermore we assume that for any two representatives $T$ and $\tilde{T}$ of $\mathfrak{t}$ the enumerations $\rho_{T}$ and $\rho_{\tilde{T}}$ are equivalent in the sense that there exists an order preserving bijection $\varphi: T \rightarrow \tilde{T}$ with $\rho_{T}=\rho_{\tilde{T}} \circ \varphi$.

For a tree $\mathfrak{t} \in \mathfrak{T} \mathfrak{r}$ we obtain a canonical embedding of $\operatorname{SG}(\mathfrak{t})$ into the symmetric group $\mathfrak{S}_{|t|}$ by its enumeration $\rho_{\mathrm{t}}$, i.e. we define the group

$$
\left\{\rho_{\mathrm{t}} \pi \rho_{\mathrm{t}}^{-1}: \pi \in \mathrm{SG}(\mathfrak{t})\right\} \subseteq \mathfrak{S}_{|\mathrm{t}|} .
$$

We will abuse notation and denote this embedding by $\operatorname{SG}(\mathfrak{t})$ as well.
For $k \in \mathbf{N}$ we denote by $\mathfrak{T r}_{k} \subset \mathfrak{T r}$ the set of all trees whose root has exactly $k$ children and by $\mathfrak{T r}^{k} \subset \mathfrak{T r}$ the set of all trees with degree $k$. We will also use the notation $\mathfrak{T r}_{n}^{k}:=\mathfrak{T r}^{k} \cap \mathfrak{T r}_{n}$. The set $\mathfrak{T}_{1}$ is especially important as the following trivial yet important lemma shows.

Lemma 1.4 Let $\mathfrak{t} \in \mathfrak{T}_{k}$. Then there exist unique trees $\mathfrak{t}_{1}, \ldots, \mathfrak{t}_{k} \in \mathfrak{T}_{1}$ such that we have the decomposition $\mathfrak{t}=\mathfrak{t}_{1} \circ \cdots \circ \mathfrak{t}_{k}$.

## 2 Algebras of labelled trees over a vector space

Let $M$ be a set. The most straightforward way to define a labelling of the vertices of a tree $\mathfrak{t} \in \mathfrak{T} \mathfrak{r}$ with labels from $M$ is to consider a map $l: \mathrm{v}(\mathfrak{t}) \rightarrow M$. More precisely, we have to consider equivalence classes of such maps where two maps $l$ and $\tilde{l}$ are equivalent if there exists $\pi \in \operatorname{SG}(\mathfrak{t})$ such that $l=\tilde{l} \pi$. We can then consider the (free) vector space spanned by all of those equivalence classes of labellings for a fixed tree $\mathfrak{t} \in \mathfrak{T} \mathfrak{r}$. Let us denote this vector space by $\mathcal{L}_{\mathfrak{t}}(M)$.

This definition is perfectly fine and especially if $M$ is finite there is not much difference between labelled and unlabelled trees since in that case the space $\mathcal{L}_{\mathfrak{t}}(M)$ is finite dimensional for every $\mathfrak{t} \in \mathfrak{T} \mathfrak{r}$. However, if $M$ is infinite, then the vector space $\mathcal{L}_{\mathfrak{t}}(M)$ is infinite dimensional for every $\mathfrak{t} \in \mathfrak{T} \mathfrak{r} \backslash\{\mathbf{1}\}$. It is therefore desirable to equip $\mathcal{L}_{\mathfrak{t}}(M)$ with a topology since topological vector spaces are usually nicer to work with than infinite dimensional vector spaces without a topology, for example when it comes to dual spaces.

Hence we would like to establish a different point of view which takes the (free) vector space $V$ spanned by $M$ as the label set rather than the set $M$ itself. In fact, it is usually $V$ that is given in the first place rather than $M$. Thus our aim is to describe the spaces $\mathcal{L}_{\mathfrak{t}}(M)$ in terms of $V$ rather than $M$ so that we can then use a given topology on $V$ to construct a topology on $\mathcal{L}_{\mathfrak{t}}(M)$.

In terms of the application to rough paths that we will present in Section 5 the vector space $V$ will take the role of the noise space. The topological tree algebra generated by it - in the way given below - will then be the space in which the rough path lift of the noise takes its values.

### 2.1 Spaces of labelled trees as tensor products

Let now $V$ be a given vector space. We will perform a purely algebraic construction in this section and then consider a topological vector space in the following one. A permutation $\sigma \in \mathfrak{S}_{k}$ with $k \in \mathbf{N}$ can be canonically interpreted as a linear map on $V^{\otimes k}$ which is given by $\sigma\left(v_{1} \otimes \cdots \otimes v_{k}\right)=v_{\sigma(1)} \otimes \cdots \otimes v_{\sigma(k)}$ for elementary tensors. Given a subgroup $G \subset \mathfrak{S}_{k}$ we define the projection

$$
\operatorname{sym}_{G}: V^{\otimes k} \rightarrow V^{\otimes k}: a \mapsto \frac{1}{|G|} \sum_{\sigma \in G} \sigma(a) .
$$

Definition 2.1 Let $V$ be a vector space, let $\mathfrak{t} \in \mathfrak{T} \mathfrak{r}$ be a tree and let $\mathrm{SG}(\mathfrak{t})$ be its symmetry group. Then the $\mathfrak{t}$-tensor power of $V$ is defined as the quotient space

$$
V^{\otimes \mathrm{t}}:=V^{\otimes|\mathrm{t}|} / \operatorname{ker}\left(\operatorname{sym}_{\mathrm{SG}(\mathrm{t})}\right)
$$

The space $V^{\otimes t}$ is isomorphic to the image of $\operatorname{sym}_{S G(t)}$, which provides a more direct description of $V^{\otimes \mathrm{t}}$. We say that an element $\mathbf{t} \in V^{\otimes \mathrm{t}}$ is an elementary labelled tree if its equivalence class contains an elementary tensor. The set of all elementary labelled trees in $V^{\otimes t}$ spans $V^{\otimes \mathrm{t}}$.

To illustrate an elementary labelled tree we choose one of its elementary representatives as in the following example. E.g., for $\mathfrak{t}=\boldsymbol{\gamma}$ we can visualise $\mathbf{t}=\left[2 v_{1} \otimes v_{2}+v_{2} \otimes v_{1}\right] \in V^{\otimes \boldsymbol{t}}$ as


Let us now define the following spaces.

$$
\begin{aligned}
& \mathfrak{T r}^{k}(V):=\bigoplus_{\mathfrak{t} \in \mathfrak{T r}^{k}} V^{\otimes \mathfrak{t}} \text { for } k \in \mathbf{N} \\
& \mathfrak{T r}_{k}(V):=\bigoplus_{\mathfrak{t} \in \mathfrak{T r}_{k}} V^{\otimes \mathfrak{t}} \text { for } k \in \mathbf{N}
\end{aligned}
$$

$$
\begin{aligned}
\mathfrak{T r}_{n}^{k}(V) & :=\bigoplus_{\mathfrak{t} \in \mathfrak{T r}_{n}^{k}} V^{\otimes \mathfrak{t}}=\mathfrak{T r}^{k}(V) \cap \mathfrak{T r}_{n}(V) \text { for } k, n \in \mathbf{N} \\
\mathfrak{T} \mathfrak{r}(V) & :=\bigoplus_{\mathfrak{t} \in \mathfrak{T r}} V^{\otimes \mathfrak{t}}=\bigoplus_{k=0}^{\infty} \mathfrak{T r}^{k}(V)=\bigoplus_{k=0}^{\infty} \mathfrak{T r}_{k}(V)=\bigoplus_{k=0}^{\infty} \bigoplus_{n=0}^{\infty} \mathfrak{T r}_{n}^{k}(V)
\end{aligned}
$$

The definition of $\mathfrak{T r}(V)$ provides canonical projections onto $\mathfrak{T r}^{k}(V), \mathfrak{T r}_{k}(V)$ and $\mathfrak{T r}_{n}^{k}(V)$ for $k, n \in \mathbf{N}$ and we will denote those projections by $\pi^{k}, \pi_{k}$ and $\pi_{n}^{k}$ respectively.

We will also need truncations of the space $\mathfrak{T r}(V)$. Thus for $k \in \mathbf{N}$ define the subspace

$$
I^{(k)}:=\bigoplus_{\mathrm{t} \in \mathfrak{T r}:|t|>k} V^{\hat{\otimes} \mathrm{t}}
$$

and the quotient space

$$
\mathfrak{T r}^{(k)}(V):=\mathfrak{T} \mathfrak{r}(V) / I^{(k)}
$$

The canonical projection $\mathfrak{T r}(V) \rightarrow \mathfrak{T r}^{(k)}(V)$ will be denoted by $\pi^{(k)}$. We will furthermore need the projection $\pi_{n}^{(k)}:=\pi^{(k)} \circ \pi_{n}=\pi_{n} \circ \pi^{(k)}$.

Before we can define the additional algebraic structure on $\mathfrak{T r}(V)$ to turn it into a Hopf algebra we have to extend two auxiliary constructions from the previous section, namely grafting and cutting, to tensors. We start with grafting.
Definition 2.2 Let $\mathfrak{t}, \mathfrak{s} \in \mathfrak{T} \mathfrak{r}$ and let $t \in V^{\otimes|t|}$ and $s \in V^{\otimes|\mathfrak{s}|}$ be two elementary tensors. Let furthermore $d \in \operatorname{Gr}(\mathfrak{t}, \mathfrak{s})$ be a grafting map. Then we define

$$
\begin{equation*}
t \stackrel{d}{\rightharpoonup} s:=\left(\rho_{\mathrm{t}, \mathfrak{s}} \circ \rho_{\substack{d_{\mathfrak{s}}}}^{-1}\right)(t \otimes s) \in V^{\otimes(|\mathbf{t}|+|\mathfrak{s}|)}, \tag{4}
\end{equation*}
$$

where

$$
\rho_{\mathrm{t}, \mathfrak{s}}: \mathrm{v}(\mathfrak{t}) \sqcup \mathrm{v}(\mathfrak{s}) \rightarrow\{1, \ldots,|\mathfrak{t}|+|\mathfrak{s}|\}: v \mapsto \begin{cases}\rho_{\mathfrak{t}}(v) & v \in \mathrm{v}(\mathfrak{t}),  \tag{5}\\ \rho_{\mathfrak{s}}(v)+|\mathfrak{t}| & v \in \mathrm{v}(\mathfrak{s}) .\end{cases}
$$

Remark 2.3 This definition has to be handled with care since the value of $t \stackrel{d}{\longrightarrow} s$ may depend on the choice of representatives of $\mathfrak{t}$ and $\mathfrak{s}$. However, this is unproblematic because it is only an auxiliary construction for Definition 2.7, where the resulting object will be independent of the choice of representatives, which will be shown in Lemma 2.9.

By analogy with to the previous section, if $d \in \operatorname{Gr}(\mathfrak{t}, \mathfrak{s})$ maps all elements of $\mathrm{c}(\mathrm{r}(\mathfrak{t}))$ to $\mathrm{r}(\mathfrak{s})$ we write $t \circ s$ instead of $t \stackrel{d}{-} s$.

Lemma 2.4 Let $\mathfrak{t}, \mathfrak{s} \in \mathfrak{T} \mathfrak{r}$ and let $\mathbf{t} \in V^{\otimes \mathfrak{t}}$ and $\mathbf{s} \in V^{\otimes \mathfrak{s}}$ be two labelled trees. Let furthermore $t \in V^{\otimes|\boldsymbol{t}|}$ and $s \in V^{\otimes|\boldsymbol{s}|}$ be representatives of $\mathbf{t}$ and $\mathbf{s}$ respectively. Then the equivalence class $[t \circ s] \in V^{\otimes(t o s)}$ depends neither on the choice oft and $s$ nor on the choice of representatives of $\mathfrak{t}$ and $\mathfrak{s}$.

Proof. Choosing a different representative of $\mathfrak{t}$ and/or a different choice of $t$ amount to replacing $t$ by $\tilde{t}$ with the property that

$$
\operatorname{sym}_{\mathrm{SG}(t)}(t-\tilde{t})=0
$$

From (4) we get $t \circ s-\tilde{t} \circ s=(t-\tilde{t}) \circ s$. Thus if $\mathrm{SG}(\mathfrak{t})$ embeds as a subgroup into $\mathrm{SG}(\mathfrak{t} \circ \mathfrak{s})$ we are done because then we have

$$
[t \circ s]-[\tilde{t} \circ s]=[(t-\tilde{t}) \circ s]=0
$$

But this is clearly the case because the operation $\circ$ identifies the roots of $\mathfrak{t}$ and $\mathfrak{s}$ and hence both $\mathfrak{t}$ is a subtree of $\mathfrak{t} \circ \mathfrak{s}$.

The same argument shows that choosing a different representative of $\mathfrak{s}$ and/or a different choice of $s$ does not change $[t \circ s]$.

The lemma allows us to define $\mathbf{t} \circ \mathbf{s}:=[t \circ s]$ for representatives $t$ and $s$ of $\mathbf{t}$ and $\mathbf{s}$ respectively. If $\mathbf{t} \in V^{\otimes \boldsymbol{t}}$ is an elementary labelled tree as defined above, then the unique decomposition $\mathfrak{t}=\mathfrak{t}_{1} \circ \cdots \circ \mathfrak{t}_{k}$ from Lemma 1.4 induces a decomposition

$$
\begin{equation*}
\mathbf{t}=\mathbf{t}_{1} \circ \cdots \circ \mathbf{t}_{k} \text { with } \mathbf{t}_{1} \in V^{\otimes \mathfrak{t}_{1}}, \ldots, \mathbf{t}_{k} \in V^{\otimes \mathfrak{t}_{k}} \tag{6}
\end{equation*}
$$

Let us now turn to cutting. Let $\mathfrak{t} \in \mathfrak{T r}$ and $C \in \operatorname{Cut}(\mathfrak{t})$. Then the vertices of $R^{C}(\mathfrak{t})$ and $P^{C}(\mathfrak{t})$ are defined as subsets of the vertices of $\mathfrak{t}$ and hence there are canonical injections

$$
\phi_{C, R}: \mathrm{v}\left(R^{C}(\mathfrak{t})\right) \rightarrow \mathrm{v}(\mathfrak{t}) \quad \text { and } \quad \phi_{C, P}: \mathrm{v}\left(P^{C}(\mathfrak{t})\right) \rightarrow \mathrm{v}(\mathfrak{t}) .
$$

Definition 2.5 Let $\mathfrak{t} \in \mathfrak{T r}$ be a tree and let $C \in \operatorname{Cut}(\mathfrak{t})$ be an admissible cut. Then we define

$$
\mathbf{R}^{C}: V^{\otimes|t|} \rightarrow V^{\otimes\left|R^{C}(t)\right|}: v_{1} \otimes \cdots \otimes v_{|t|} \mapsto v_{\varphi_{C, R}(1)} \otimes \cdots \otimes v_{\varphi_{C, R}\left(\left|R^{C}(\mathrm{t})\right|\right)}
$$

and

$$
\mathbf{P}^{C}: V^{\otimes|t|} \rightarrow V^{\otimes\left|P^{C}(\mathfrak{t})\right|}: v_{1} \otimes \cdots \otimes v_{|\boldsymbol{t}|} \mapsto v_{\varphi_{C, P}(1)} \otimes \cdots \otimes v_{\varphi_{C, P}\left(\left|P^{C}(\mathfrak{t})\right|\right)}
$$

where $\varphi_{C, R}:=\rho_{\mathfrak{t}} \circ \phi_{C, R} \circ \rho_{R^{C}(\mathfrak{t})}^{-1}$ and $\varphi_{C, P}:=\rho_{\mathfrak{t}} \circ \phi_{C, P} \circ \rho_{P^{C}(\mathfrak{t})}^{-1}$.
Remark 2.6 As in Remark 2.3 we should emphasize that $\mathbf{R}^{C}$ and $\mathbf{P}^{C}$ depend on the choice of the representative of $\mathfrak{t}$. Nevertheless, the following definition makes sense as Lemma 2.9 shows.
Definition 2.7 Let $V$ be a vector space, let $\mathfrak{t}, \mathfrak{s} \in \mathfrak{T} \mathfrak{r}$ and let $\mathbf{t} \in V^{\otimes \mathfrak{t}}$ and $\mathbf{s} \in V^{\otimes \mathfrak{s}}$ be elementary labelled trees.
(i) For elementary representatives $t$ and $s$ of $\mathbf{t}$ and $\mathbf{s}$ we define

$$
\mathbf{t} \star \mathbf{s}:=\sum_{d \in \operatorname{Gr}(t, \mathfrak{s})}[t \stackrel{d}{\longrightarrow} s] \in \mathfrak{T} \mathfrak{r}(V) .
$$

(ii) If $\mathbf{t}$ can be decomposed into $\mathbf{t}=\mathbf{t}_{1} \circ \cdots \circ \mathbf{t}_{k}$ as in (6) we define

$$
\Delta_{\mathrm{GL}}(\mathbf{t}):=\sum_{I \subset\{1, \ldots, k\}} \bigcirc_{i \in I} \mathbf{t}_{i} \otimes \bigcirc_{i \in I^{\mathrm{C}}} \mathbf{t}_{i} \in \mathfrak{T r}(V) \otimes \mathfrak{T} \mathfrak{r}(V),
$$

where the sum ranges over all subsets of $\{1, \ldots, k\}$ and we set $\bigcirc_{i \in \emptyset} \mathbf{t}_{i}=\mathbf{1}$.
(iii) For an elementary representative $t$ of $\mathbf{t}$ we define

$$
\Delta_{\mathrm{CK}}(\mathbf{t}):=\sum_{C \in \operatorname{Cut}(\mathfrak{t})}\left[\mathbf{P}^{C}(t)\right] \otimes\left[\mathbf{R}^{C}(t)\right] \in \mathfrak{T r}(V) \otimes \mathfrak{T r}(V) .
$$

(iv) For $\lambda \in \mathbf{R}$ we define

$$
\eta(\lambda):=\lambda \mathbf{1} \in \mathfrak{T} \mathfrak{r}(V)
$$

(v) Finally we define

$$
\varepsilon(\mathbf{t}):=\left\{\begin{array}{ll}
\mathbf{t}, & \mathfrak{t}=\mathbf{1}, \\
0, & \text { otherwise }
\end{array} \in \mathbf{R} .\right.
$$

All of the above maps are then extended linearly to all $\mathbf{t}, \mathbf{s} \in \mathfrak{T r}(V)$ and $\lambda \in \mathbf{R}$.
Example 2.8


Lemma 2.9 With the notation as in the previous definition, neither $\mathbf{t} \star \mathbf{s}$ nor $\Delta_{\mathrm{CK}}(\mathbf{t})$ depends on the choice of $t$ and $s$ or on the choice of representatives of $\mathfrak{t}$ and $\mathfrak{s}$.

Proof. Let $\tilde{t}$ and $\tilde{s}$ be different elementary representatives of $\mathbf{t}$ and $\mathbf{s}$ respectively. The simple yet crucial observation is that there exist $\sigma_{1} \in \mathrm{SG}(\mathfrak{t})$ and $\sigma_{2} \in \mathrm{SG}(\mathfrak{s})$ such that we have

$$
[\tilde{t} \stackrel{d}{\rightharpoonup} \tilde{s}]=\left[\sigma_{1}(t) \stackrel{d}{\rightharpoonup} \sigma_{2}(s)\right]=\left[t^{\sigma_{2} \circ d \circ \sigma_{1}} s\right],
$$

where the second equality is a straightforward consequence of Definition 2.2 and the fact that the enumerations of different representatives of the same tree are compatible. Here $\sigma_{1}$ and $\sigma_{2}$ may also depend on the choice of representatives of $\mathfrak{t}$ and $\mathfrak{s}$. On the other hand, for fixed $\sigma_{1} \in \operatorname{SG}(\mathfrak{t})$ and $\sigma_{2} \in \operatorname{SG}(\mathfrak{s})$ we have

$$
\operatorname{Gr}(\mathfrak{t}, \mathfrak{s})=\left\{\sigma_{2} \circ d \circ \sigma_{1}: d \in \operatorname{Gr}(\mathfrak{t}, \mathfrak{s})\right\} .
$$

Hence $\mathbf{t} \star \mathbf{s}$ is well-defined as long as the same representatives are chosen for each term in the defining sum.

A similar argument shows that $\Delta_{\mathrm{CK}}(\mathbf{t})$ is well-defined since we sum over all admissible cuts.

Proposition 2.10 Each of the tuples

$$
\begin{aligned}
& \mathcal{H}_{\mathrm{GL}}(V):=\left(\mathfrak{T r}(V), \star, \eta, \Delta_{G L}, \varepsilon\right) \text { and } \\
& \mathcal{H}_{\mathrm{CK}}(V):=\left(\mathfrak{T r}(V), \circ, \eta, \Delta_{C K}, \varepsilon\right)
\end{aligned}
$$

defines a graded bialgebra and therefore each of them can be equipped with an antipode which turns them into Hopf algebras. We call $\mathcal{H}_{G L}(V)$ the Grossman-Larson Hopf algebra over $V$ and $\mathcal{H}_{C K}(V)$ the Connes-Kreimer Hopf algebra over $V$.

Proof. Let us show that the product $\star$ is associative. We will essentially follow [12]. Let thus $\mathfrak{t}_{1}, \mathfrak{t}_{2}, \mathfrak{t}_{3} \in \mathfrak{T r}$ and $\mathbf{t}_{1} \in V^{\otimes \mathfrak{t}_{1}}, \mathbf{t}_{2} \in V^{\otimes \mathfrak{t}_{2}}$ and $\mathbf{t}_{3} \in V^{\otimes \mathfrak{t}_{3}}$ and fix representatives $t_{1}, t_{2}$ and $t_{2}$ of $\mathbf{t}_{1}, \mathbf{t}_{2}$ and $\mathbf{t}_{3}$ respectively. Then we need to show

Thus assume $d_{1} \in \operatorname{Gr}\left(\mathfrak{t}_{1}, \mathfrak{t}_{2}\right)$ and $d_{2} \in \operatorname{Gr}\left(\mathfrak{t}_{1} \stackrel{d_{1}}{\left.\mathfrak{t}_{2}, \mathfrak{t}_{3}\right) \text {. Define } e_{2} \in \operatorname{Gr}\left(\mathfrak{t}_{2}, \mathfrak{t}_{3}\right) \text { to be the }{ }^{2} \text {. }{ }^{2} \text {. }}\right.$ restriction of $d_{2}$ to the children of the root of $\mathfrak{t}_{2}$ and define $e_{1} \in \operatorname{Gr}\left(\mathfrak{t}_{1}, \mathfrak{t}_{2} \xlongequal{e_{2}} \mathfrak{t}_{3}\right)$ via

$$
e_{1}(v):= \begin{cases}d_{1}(v) & d_{1}(v) \neq \mathrm{r}\left(\mathfrak{t}_{2}\right) \\ d_{2}(v) & d_{1}(v)=\mathrm{r}\left(\mathfrak{t}_{2}\right)\end{cases}
$$

It follows from [12, Lem. 2.6/2.7] that this gives a one-to-one correspondence between the terms on both sides of (7) such that

$$
\left(\mathfrak{t}_{1} \stackrel{d_{1}}{\mathfrak{t}_{2}}\right) \stackrel{d_{2}}{\mathfrak{t}_{3}}=\mathfrak{t}_{1} \stackrel{e_{1}}{ }\left(\mathfrak{t}_{2} \stackrel{e_{2}}{\mathfrak{t}_{3}}\right)
$$

holds. In light of (5) we define

$$
\begin{aligned}
\rho_{\mathfrak{t}_{1}, \mathfrak{t}_{2}, \mathfrak{t}_{3}}: \mathrm{v}\left(\mathfrak{t}_{1}\right) \sqcup \mathrm{v}\left(\mathfrak{t}_{2}\right) \sqcup \mathrm{v}\left(\mathfrak{t}_{3}\right) & \rightarrow\left\{1, \ldots,\left|\mathfrak{t}_{1}\right|+\left|\mathfrak{t}_{2}\right|+\left|\mathfrak{t}_{3}\right|\right\} \\
v & \mapsto \begin{cases}\rho_{\mathfrak{t}_{1}}(v) & v \in \mathrm{v}\left(\mathfrak{t}_{1}\right) \\
\rho_{\mathrm{t}_{2}}(v)+\left|\mathfrak{t}_{1}\right| & v \in \mathrm{v}\left(\mathfrak{t}_{2}\right) \\
\rho_{\mathrm{t}_{3}}(v)+\left|\mathfrak{t}_{1}\right|+\left|\mathfrak{t}_{2}\right| & v \in \mathrm{v}\left(\mathfrak{t}_{3}\right)\end{cases}
\end{aligned}
$$

and it is then easy to verify that
where $d_{1}, d_{2}$ and $e_{1}, e_{2}$ are related as above. Hence associativity of $\star$ follows.
In a similar way one can verify that the remaining (co)associativity and compatibility conditions hold.

Observe that $I^{(k)}$ as defined above is an ideal for both $\star$ and $\circ$. Hence $\mathfrak{T r}^{(k)}$ can be interpreted as a quotient algebra of both $(\mathfrak{T r}(V), \star)$ and $(\mathfrak{T r}(V), \circ)$. On the other hand $I^{(k)}$ is a coideal for neither $\Delta_{\mathrm{GK}}$ nor $\Delta_{\mathrm{CL}}$ and hence the quotient is not a quotient Hopf algebra. Furthermore $\mathfrak{T r}^{(k)}(V)$ is isomorphic to the closed subspace

$$
\bigoplus_{\mathfrak{t} \in \mathfrak{Z r}:|t| \leq k} V^{\otimes \mathfrak{t}}
$$

of $\mathfrak{T r}(V)$, which justifies the name truncated tree algebra. We will use this isomorphism implicitly without mentioning it. Note however that this vector space isomorphism is not an algebra morphism.

## 3 Algebras of labelled trees over a topological vector space

Let $V$ be a complete locally convex vector space. Our aim is to understand how the topology of $V$ can induce a topology on $\mathfrak{T r}(V)$. This question can be split into two problems. First we have to introduce a topology on each of the spaces $V^{\otimes \mathfrak{t}}$ for $\mathfrak{t} \in \mathfrak{T r}$ and second we have to choose an appropriate topology on their direct sum.

Let $\mathfrak{t} \in \mathfrak{T r}$ be a tree. The space $V^{\otimes \mathfrak{t}}$ is (isomorphic to) a quotient of a tensor power of $V$ and therefore we can use the well-developed theory of topological tensor products. We recommend [13] for the necessary background. Most importantly, there is no canonical topology on $V^{\otimes k}$ for $k \in \mathbf{N}$. However, if $\left(\xi_{i}\right)_{i \in I}$ is a family of seminorms that generates the topology of $V$, then for every $k \in \mathbf{N}$ and indices $i_{1}, \ldots, i_{k} \in I$ there exists a seminorm $\xi_{i_{1}} \otimes \cdots \otimes \xi_{i_{k}}$ on $V^{\otimes k}$ such that the system of seminorms thus obtained satisfies

$$
\xi_{i_{1}} \otimes \cdots \otimes \xi_{i_{m+n}}(a \otimes b)=\xi_{i_{1}} \otimes \cdots \otimes \xi_{i_{m}}(a) \xi_{i_{m+1}} \otimes \cdots \otimes \xi_{i_{m+n}}(b)
$$

for all $m, n \in \mathbf{N}, a \in V^{\otimes m}, b \in V^{\otimes n}$ and $i_{1}, \ldots, i_{m+n} \in I$. A system of seminorms with this property is called a system of cross (semi)norms. This system is in general not unique and the most important choices are the projective seminorms, given by

$$
\xi_{i_{1}} \otimes \cdots \otimes \xi_{i_{k}}(a):=\inf \left\{\sum_{j=1}^{N} \xi_{i_{1}}\left(v_{1}^{j}\right) \cdots \xi_{i_{k}}\left(v_{k}^{j}\right): a=\sum_{j=1}^{N} v_{1}^{j} \otimes \cdots \otimes v_{k}^{j}\right\}
$$

and the injective seminorms, given by

$$
\xi_{i_{1}} \otimes \cdots \otimes \xi_{i_{k}}(a):=\sup \left\{\left|\left(v_{1}^{\prime} \otimes \cdots \otimes v_{k}^{\prime}\right)(a)\right|: v_{1}^{\prime}, \ldots, v_{k}^{\prime} \in V^{\prime}, \xi_{i_{1}}\left(v_{1}^{\prime}\right)=\cdots=\xi_{i_{k}}\left(v_{k}^{\prime}\right)=1\right\}
$$

for all $a \in V^{\otimes k}$. Both the projective and the injective seminorms are symmetric in the sense of the following definition.

Definition 3.1 Let $V$ be a locally convex vector space and let $\left(\xi_{i}\right)_{i \in I}$ be a family of seminorms that generates the topology of $V$. A system of cross seminorms on the tensor powers of $V$ is called symmetric if for all $k \in \mathbf{N}$, all $i_{1}, \ldots, i_{k} \in I$, all $a \in V^{\otimes k}$ and all $\sigma \in \mathfrak{S}_{k}$ we have

$$
\xi_{1} \otimes \cdots \otimes \xi_{k}(a)=\xi_{\sigma(1)} \otimes \cdots \otimes \xi_{\sigma(k)}(\sigma(a))
$$

From now on we will always assume that the tensor powers of $V$ are equipped with a symmetric system of cross seminorms and for all $k \in \mathbf{N}$ we will denote by $V^{\hat{\otimes} k}$ the completion of $V^{\otimes k}$ with respect to the respective family of seminorms. These assumptions imply that for all trees $\mathfrak{t} \in \mathfrak{T} \mathfrak{r}$ the projection $\operatorname{sym}_{\mathrm{SG}(\mathfrak{t})}$ defined above is continuous. Therefore it can be uniquely extended to a continuous map on $V^{\hat{\otimes}|\boldsymbol{t}|}$ and we define

$$
V^{\hat{\otimes} \mathfrak{t}}:=V^{\hat{\otimes}|t|} / \operatorname{ker}\left(\operatorname{sym}_{\mathrm{SG}(\mathrm{t}))}\right) .
$$

Equivalently, $V^{\hat{\otimes t}}$ is the completion of $V^{\otimes t}$ under the quotient topology.

$$
\widehat{\mathfrak{T r}}(V):=\operatorname{cl}\left(\bigoplus_{\mathfrak{t} \in \mathfrak{T r}} V^{\hat{\otimes} \mathfrak{t}}\right)
$$

where the closure is taken with respect to the product topology. Furthermore we observe that for $\mathfrak{t}, \mathfrak{s} \in \mathfrak{T} \mathfrak{r}$ we have an isomorphism

$$
V^{\otimes \mathfrak{t}} \otimes V^{\otimes \mathfrak{s}} \simeq\left(V^{\otimes|\mathfrak{t}|} \otimes V^{\otimes|\mathfrak{s}|}\right) /\left(V^{\otimes|\mathfrak{t}|} \otimes \operatorname{ker}\left(\operatorname{sym}_{\mathrm{SG}(\mathfrak{s})}\right)+\operatorname{ker}\left(\operatorname{sym}_{\mathrm{SG}(\mathfrak{t})}\right) \otimes V^{\otimes|\mathfrak{s}|}\right)
$$

and therefore the system of cross-seminorms that we have chosen for the $V^{\otimes k}$ gives a locally convex topology on $V^{\otimes \mathfrak{t}} \otimes V^{\otimes \mathfrak{s}}$. Thus, using distributivity of the tensor product and direct sums, we can define the completion of $\widehat{\mathfrak{T r}}(V) \otimes \widehat{\mathfrak{T r}}(V)$ via

$$
\widehat{\mathfrak{T r}}(V) \hat{\otimes} \widehat{\mathfrak{T r}}(V)=\mathrm{cl}\left(\bigoplus_{\mathfrak{t}, \mathfrak{s} \in \mathfrak{T r}}\left(V^{\hat{\otimes} \mathfrak{t}} \hat{\otimes} V^{\hat{\otimes} \mathfrak{s}}\right)\right)
$$

We can now state a topological version of Proposition 2.10.

Proposition 3.2 Each of the tuples

$$
\begin{aligned}
& \widehat{\mathcal{H}}_{\mathrm{GL}}(V):=\left(\widehat{\mathfrak{T} \mathfrak{r}}(V), \star, \eta, \Delta_{G L}, \varepsilon\right) \text { and } \\
& \widehat{\mathcal{H}}_{\mathrm{CK}}(V):=\left(\widehat{\mathfrak{T} \mathfrak{r}}(V), \circ, \eta, \Delta_{C K}, \varepsilon\right)
\end{aligned}
$$

defines a topological graded bialgebra and therefore each of them can be equipped with an antipode which turns them into topological Hopf algebras. We call $\mathcal{H}_{G L}(V)$ the topological Grossman-Larson Hopf algebra over $V$ and $\mathcal{H}_{C K}(V)$ the topological Connes-Kreimer Hopf algebra over $V$.

Proof. It is immediately clear that all operations of $\widehat{\mathcal{H}}_{\mathrm{GL}}(V)$ and $\widehat{\mathcal{H}}_{\mathrm{CK}}(V)$ are continuous since they only consist of tensor multiplications and permutations. Hence the claim follows directly from Proposition 2.10.

Remark 3.3 Technically, a topological Hopf algebra $\mathcal{H}$ is not a Hopf algebra since its coproduct may take values in $\mathcal{H} \hat{\otimes} \mathcal{H}$ rather than $\mathcal{H} \otimes \mathcal{H}$. Nevertheless, when we write Hopf algebra in the sequel, we always mean Hopf algebra or topological Hopf algebra.

Remark 3.4 There are many sensible choices for a topology on $\oplus_{\mathrm{t} \in \mathfrak{F r}} V^{\hat{\otimes} \mathrm{t}}$. For instance, one could consider a topology akin to the one that is introduced in [7] for the tensor algebra. If $V$ is Banach, considering the $l^{p}$ direct sum for $p \in[1, \infty]$ might be a useful choice. We have chosen the product topology because it is the coarsest sensible choice (in the sense that it renders the canonical projections continuous) and hence it leads to the largest possible closure (which turns out to be the direct product $\prod_{t \in \mathfrak{z r}} V^{\hat{\otimes} t}$ ). Therefore the separation results in the next section hold automatically for any other reasonable choice of topology.

## 4 The Grossman-Larson and Connes-Kreimer algebras form a dual pair

In the unlabelled case (which corresponds to $V=\mathbf{R}$ in our notation) it has been shown in [17] that $\mathcal{H}_{\mathrm{CK}}(\mathbf{R})$ and $\mathcal{H}_{\mathrm{GL}}(\mathbf{R})$ are graded duals of each other. The graded dual $V^{\text {gr }}$ of a graded vector space $V$ is defined as the direct sum of the duals of its homogeneous subspaces. This is no longer true if $\mathbf{R}$ is replaced by an infinite dimensional vector space $V$, because in this case the spaces $(\mathfrak{T r}(V) \otimes \mathfrak{T r}(V))^{\mathrm{gr}}$ and $\mathfrak{T r}(V)^{\mathrm{gr}} \otimes \mathfrak{T r}(V)^{\mathrm{gr}}$ are no longer canonically isomorphic. Nevertheless, the Grosmman-Larson and Connes-Kreimer algebras still form a dual pair in a sense which will be made precise in this section.

Definition 4.1 Let $V$ and $W$ be vector spaces and let $\langle\cdot, \cdot\rangle: V \times W \rightarrow \mathbf{R}$ be a bilinear map. The triple $(V, W,\langle\cdot, \cdot\rangle)$ is called a dual pair of vector spaces if
(i) The set of linear maps $\{\langle\cdot, w\rangle: w \in W\}$ separates $V$ and
(ii) the set of linear maps $\{\langle v, \cdot\rangle: v \in V\}$ separates $W$.

If $V$ and $W$ are locally convex vector spaces, we say that $(V, W,\langle\cdot, \cdot\rangle)$ is a dual pair of locally convex vector spaces if in addition $\langle\cdot, w\rangle$ and $\langle v, \cdot\rangle$ are continuous for all $v \in V$ and $w \in W$.

Remark 4.2 Any bilinear map $\langle\cdot, \cdot\rangle: V \times W \rightarrow R$ induces a bilinear map on $V^{\otimes k} \times W^{\otimes k}$ for $k \in \mathbf{N}$ which is given by

$$
\left(v_{1} \otimes \cdots \otimes v_{k}, w_{1} \otimes \cdots \otimes w_{k}\right) \mapsto\left\langle v_{1}, w_{1}\right\rangle \cdots\left\langle v_{k}, w_{k}\right\rangle .
$$

We will use this fact below and denote the resulting map also by $\langle\cdot, \cdot\rangle$ without further comment.

Lemma 4.3 Let $\mathfrak{t} \in \mathfrak{T} \mathfrak{r}$ and let $(V, W,\langle\cdot, \cdot\rangle)$ be a dual pair of vector spaces. Define

$$
\begin{equation*}
\langle\cdot, \cdot\rangle_{\mathbf{t}}: V^{\otimes \mathfrak{t}} \times W^{\otimes \mathfrak{t}} \rightarrow \mathbf{R}:\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right) \mapsto \sum_{\sigma \in \mathrm{SG}(\mathbf{t})}\left\langle\sigma\left(t_{1}\right), t_{2}\right\rangle=\sum_{\sigma \in \mathrm{SG}(\mathbf{t})}\left\langle t_{1}, \sigma\left(t_{2}\right)\right\rangle \tag{8}
\end{equation*}
$$

where $t_{1} \in V^{\otimes|t|}$ and $t_{2} \in W^{\otimes|t|}$ are representatives of $\mathbf{t}_{1}$ and $\mathbf{t}_{2}$ respectively. (Recall that we denote by $\operatorname{SG}(\mathfrak{t})$ both the symmetry group of $\mathfrak{t}$ and its embedding into $\mathfrak{S}_{|\mathfrak{t}|}$ which is induced by the enumeration $\rho_{\mathrm{t}}$.) Then the following hold.
(i) $\left(V^{\otimes \mathfrak{t}}, W^{\otimes \mathfrak{t}},\langle\cdot, \cdot\rangle_{\mathrm{t}}\right)$ is a dual pair of vector spaces.
(ii) If $(V, W,\langle\cdot, \cdot\rangle)$ is a dual pair of locally convex vector spaces, then $\left\langle\cdot, \mathbf{t}_{2}\right\rangle_{\mathfrak{t}}$ can be extended continuously to $V^{\hat{\otimes} \mathfrak{t}}$ for all $\mathbf{t}_{2} \in W^{\otimes \mathfrak{t}}$ and $\left(V^{\hat{\otimes} t}, W^{\otimes \mathfrak{t}},\langle\cdot, \cdot\rangle_{\mathfrak{t}}\right)$ is a dual pair of vector spaces.

Proof. Let us first show that (8) does not depend on the choice of $t_{1}$ or $t_{2}$. Thus, let $\tilde{t}_{1}$ be different representatives of $\mathbf{t}_{1}$. Then we have

$$
\sum_{\sigma \in \mathrm{SG}(\mathrm{t})}\left\langle\sigma\left(t_{1}\right), t_{2}\right\rangle-\sum_{\sigma \in \mathrm{SG}(\mathrm{t})}\left\langle\sigma\left(\tilde{t}_{1}\right), t_{2}\right\rangle=\left\langle\sum_{\sigma \in \mathrm{SG}(\mathrm{t})} \sigma\left(t_{1}-\tilde{t}_{1}\right), t_{2}\right\rangle=0
$$

and similarly for $t_{2}$.
Let us now prove (i). Fix $\mathbf{t}_{2} \in W^{\otimes t}$ and assume that we have $\left\langle\mathbf{t}_{1}, \mathbf{t}_{2}\right\rangle_{\mathfrak{t}}=0$ for all $\mathbf{t}_{1} \in V^{\otimes \boldsymbol{t}}$. Thus if we fix a representative $t_{2}$ of $\mathbf{t}_{2}$ we have

$$
0=\left\langle\mathbf{t}_{1}, \mathbf{t}_{2}\right\rangle_{\mathbf{t}}=\sum_{\sigma \in \mathrm{SG}(\mathrm{t})}\left\langle t_{1}, \sigma\left(t_{2}\right)\right\rangle=\left\langle t_{1}, \sum_{\sigma \in \mathrm{SG}(\mathrm{t})} \sigma\left(t_{2}\right)\right\rangle
$$

for all $t_{1} \in V^{\otimes|t|}$ which implies $\sum_{\sigma \in \mathrm{SG}(\mathrm{t})} \sigma\left(t_{2}\right)=0$, i.e. $\mathbf{t}_{2}=0$. This last implication holds because it is shown in [23, Lem. VII/1] that $\left(V^{\otimes|t|}, W^{\otimes|t|},\langle\cdot, \cdot\rangle\right)$ is a dual pair. Therefore
the maps $\left\langle\mathbf{t}_{1}, \cdot\right\rangle_{\mathfrak{t}}$ with $\mathbf{t}_{1} \in V^{\otimes \mathfrak{t}}$ separate $W^{\otimes \mathfrak{t}}$. The converse statement is shown in exactly the same way and hence the proof of (i) is finished.

In order to prove (ii), we equip $V^{\otimes \mathfrak{t}}$ with the weak topology induced by $\langle\cdot, \cdot\rangle_{\mathfrak{t}}$, i.e. with the weakest topology which makes the maps $\left\langle\cdot, \mathbf{t}_{2}\right\rangle_{\mathrm{t}}$ continuous for all $\mathbf{t}_{2} \in W^{\otimes \mathbf{t}}$. Denote this topology by $\tau_{1}$. Thus $W^{\otimes t}$ is the topological dual of $V^{\otimes t}$ with respect to $\tau_{1}$ and therefore it is also the topological dual of the completion of $V^{\otimes t}$ under $\tau_{1}$. As a consequence $W^{\otimes t}$ separates this completion. Since we assume that the pairing between $V$ and $W$ is continuous with respect to their locally convex topologies, $\tau_{1}$ is weaker than any topology on $V^{\otimes t}$ that is induced by cross-norms as introduced in Section 3. Therefore the space $V^{\hat{\otimes} t}$ is contained in the $\tau_{1}$-completion of $V^{\otimes \mathfrak{t}}$ and hence $W^{\otimes \mathfrak{t}}$ also separates $V^{\hat{\otimes} \mathfrak{t}}$. Thus we have shown that $\left(V^{\hat{\otimes} \mathrm{t}}, W^{\otimes \mathrm{t}},\langle\cdot, \cdot\rangle_{\mathrm{t}}\right)$ is a dual pair.

## Example 4.4

$$
\left\langle v_{v_{1}}^{v_{2}}, w_{w_{1}}^{v_{3}}\right\rangle=\left\langle v_{1}, w_{1}\right\rangle\left\langle v_{2}, w_{2}\right\rangle\left\langle v_{3}, w_{3}\right\rangle+\left\langle v_{1}, w_{1}\right\rangle\left\langle v_{3}, w_{2}\right\rangle\left\langle v_{2}, w_{3}\right\rangle
$$

Definition 4.5 Let $A$ and $B$ be two Hopf algebras. We say that they form a dual pair of Hopf algebras with the pairing $\langle\cdot, \cdot\rangle: A \times B \rightarrow \mathbf{R}$ if $(A, B,\langle\cdot, \cdot\rangle)$ is a dual pair of vector spaces which satisfies the conditions

$$
\begin{equation*}
\left\langle\Delta(a), b_{1} \otimes b_{2}\right\rangle=\left\langle a, b_{1} b_{2}\right\rangle \quad \text { and } \quad\left\langle a_{1} \otimes a_{2}, \Delta(b)\right\rangle=\left\langle a_{1} a_{2}, b\right\rangle \tag{9}
\end{equation*}
$$

for all $a, a_{1}, a_{2} \in A$ and $b, b_{1}, b_{2} \in B$.
Remark 4.6 An alternative way to formulate (9) is the following. Consider the linear maps

$$
\varphi: A \rightarrow B^{*}: a \mapsto\langle a, \cdot\rangle \quad \text { and } \quad \psi: B \rightarrow A^{*}: b \mapsto\langle\cdot, b\rangle,
$$

where $A^{*}$ and $B^{*}$ denote the (algebraic) duals of $A$ and $B$ respectively. Then (9) holds if and only if both $\varphi$ and $\psi$ are algebra morphisms.

Lemma 4.7 Let $(A, B,\langle\cdot, \cdot\rangle)$ be a dual pair of Hopf algebras. Let $g \in A$ be group-like, i.e. such that $\Delta(g)=g \otimes g$. Then for all elements $b_{1}, \ldots, b_{k} \in B$ we have

$$
\left\langle g, b_{1} \cdots b_{k}\right\rangle=\left\langle g, b_{1}\right\rangle \cdots\left\langle g, b_{k}\right\rangle
$$

Proof. Let $k=2$. Then we have

$$
\left\langle g, b_{1} b_{2}\right\rangle=\left\langle\Delta(g), b_{1} \otimes b_{2}\right\rangle=\left\langle g \otimes g, b_{1} \otimes b_{2}\right\rangle=\left\langle g, b_{1}\right\rangle\left\langle g, b_{2}\right\rangle .
$$

The claim for $k>2$ follows by induction.

Theorem 4.8 Let $(V, W,\langle\cdot, \cdot\rangle)$ be a dual pair of vector spaces. Define

$$
\langle\cdot, \cdot\rangle_{\mathfrak{T r}}: \mathfrak{T r}(V) \times \mathfrak{T r}(W) \rightarrow \mathbf{R}:\left(\mathbf{t}_{1}, \mathbf{t}_{2}\right) \mapsto \delta_{\mathfrak{t}_{1}, \mathfrak{t}_{2}}\left\langle\mathbf{t}_{1}, \mathbf{t}_{2}\right\rangle_{\mathfrak{t}_{1}}
$$

for $\mathbf{t}_{1} \in V^{\otimes \mathfrak{t}_{1}}$ and $\mathbf{t}_{2} \in W^{\otimes \mathfrak{t}_{2}}$. Then the following hold.
(i) $\left(\mathcal{H}_{\mathrm{GL}}(V), \mathcal{H}_{\mathrm{CK}}(W),\langle\cdot, \cdot\rangle_{\mathfrak{T r}}\right)$ is a dual pair of Hopf algebras.
(ii) If $(V, W,\langle\cdot, \cdot\rangle)$ is a dual pair of locally convex vector spaces, then $\left\langle\cdot, \mathbf{t}_{2}\right\rangle_{\mathfrak{T r}}$ can be continuously extended to $\widehat{\mathfrak{T} \mathfrak{r}}(V)$ for all $\mathbf{t}_{2} \in \mathfrak{T r}(W)$ and both $\left(\widehat{\mathcal{H}}_{\mathrm{GL}}(V), \mathcal{H}_{\mathrm{CK}}(W),\langle\cdot, \cdot\rangle_{\mathfrak{T r}}\right)$ and $\left(\widehat{\mathcal{H}}_{\mathrm{CK}}(V), \mathcal{H}_{\mathrm{GL}}(W),\langle\cdot, \cdot\rangle_{\mathfrak{T r}}\right)$ are dual pairs of Hopf algebras.
Proof. We start with the proof of (i), which means we need to show two things. Firstly we have to make sure that $\mathfrak{T r}(V)$ and $\mathfrak{T r}(W)$ separate each other. This follows immediately from Lemma 4.3. Secondly we have to show that the pairing satisfies (9). This has been shown in [17, Proposition 4.4] for the special case $V=\mathbf{R}$, i.e. for unlabelled trees.

We will extend their arguments to the labelled case.
Let $\mathfrak{t}_{1}, \mathfrak{t}_{2}, \mathfrak{s} \in \mathfrak{T} \mathfrak{r}$ be trees and let $\mathbf{t}_{1} \in V^{\otimes \mathfrak{t}}, \mathbf{t}_{2} \in V^{\otimes \mathfrak{t}_{2}}$ and $\mathbf{s} \in W^{\otimes \mathfrak{s}}$ be elementary trees with elementary representatives $t_{1}, t_{2}$ and $s$ respectively.

It is an easy exercise to show that both $\mathcal{H}_{\mathrm{GL}}(V)$ and $\mathcal{H}_{\mathrm{CK}}(V)$ are generated as an algebra by the elements of $\mathfrak{T r}_{1}(V)$. In light of Remark 4.6 it is therefore sufficient to show

$$
\left\langle\mathbf{t}_{1} \star \mathbf{t}_{2}, \mathbf{s}\right\rangle_{\mathfrak{x r}}=\left\langle\mathbf{t}_{1} \otimes \mathbf{t}_{2}, \Delta_{\mathrm{CK}}(\mathbf{s})\right\rangle_{\mathfrak{T r}} \quad \text { and } \quad\left\langle\mathbf{t}_{1} \circ \mathbf{t}_{2}, \mathbf{s}\right\rangle_{\mathfrak{x r}}=\left\langle\mathbf{t}_{1} \otimes \mathbf{t}_{2}, \Delta_{\mathrm{GL}}(\mathbf{s})\right\rangle_{\mathfrak{T r}}
$$

for $\mathfrak{t}_{1} \in \mathfrak{T r}_{1}$. By definition the first equality is equivalent to

$$
\begin{align*}
& \sum_{d \in \operatorname{Gr}\left(\mathfrak{t}_{1}, t_{2} ; \mathfrak{s}\right)} \sum_{\sigma \in \mathrm{SG}(\mathfrak{s})}\left\langle t_{1} \stackrel{d}{v} t_{2}, \sigma(s)\right\rangle  \tag{10}\\
= & \sum_{C \in \operatorname{Cut}\left(\mathfrak{s} ; \mathfrak{t}_{1}, \mathfrak{t}_{2}\right)} \sum_{\sigma_{1} \in \mathrm{SG}\left(\mathfrak{t}_{1}\right)} \sum_{\sigma_{2} \in \mathrm{SG}\left(\mathfrak{t}_{2}\right)}\left\langle\sigma_{1}\left(t_{1}\right) \otimes \sigma_{2}\left(t_{2}\right), \mathbf{P}^{C}(s) \otimes \mathbf{R}^{C}(s)\right\rangle,
\end{align*}
$$

where we denote by $\operatorname{Gr}\left(\mathfrak{t}_{1}, \mathfrak{t}_{2} ; \mathfrak{s}\right)$ the set of all grafting maps $d$ such that $\mathfrak{t}_{1} \xrightarrow{d} \mathfrak{t}_{2}=\mathfrak{s}$ and by $\operatorname{Cut}\left(\mathfrak{s} ; \mathfrak{t}_{1}, \mathfrak{t}_{2}\right)$ the set of all cuts $C$ such that $P^{C}(\mathfrak{s})=\mathfrak{t}_{1}$ and $R^{C}(\mathfrak{s})=\mathfrak{t}_{2}$.

Denote by $c$ the unique child of the root of $\mathfrak{t}_{1} \in \mathfrak{T r}_{1}$. Any $d \in \operatorname{Gr}\left(\mathfrak{t}_{1}, \mathfrak{t}_{2}\right)$ is uniquely determined by the vertex of $\mathfrak{t}_{2}$ to which $c$ is attached. Let us now rewrite the left-hand side of (10). Instead of summing over all $d \in \operatorname{Gr}\left(\mathfrak{t}_{1}, \mathfrak{t}_{2} ; \mathfrak{s}\right)$ we can alternatively fix an arbitrary $\bar{d} \in \operatorname{Gr}\left(\mathfrak{t}_{1}, \mathfrak{t}_{2} ; \mathfrak{s}\right)$, denote the associated vertex of $\mathfrak{t}_{2}$ by $v$ and rewrite the expression as

$$
\begin{equation*}
\frac{1}{\left|\operatorname{Fix}\left(v, \mathfrak{t}_{2}\right)\right|} \sum_{\pi \in \mathrm{SG}\left(\mathfrak{t}_{2}\right)} \sum_{\sigma \in \mathrm{SG}(\mathfrak{s})}\left\langle t_{1} \stackrel{\bar{d}}{\rightharpoonup} \pi\left(t_{2}\right), \sigma(s)\right\rangle, \tag{11}
\end{equation*}
$$

where $\operatorname{Fix}\left(v, \mathfrak{t}_{2}\right):=\left\{\sigma \in \operatorname{SG}\left(\mathfrak{t}_{2}\right): \sigma(v)=v\right\}$. In order to verify that (11) is indeed equal to the left hand side of (10) we observe that

$$
\sum_{\sigma \in \mathrm{SG}(\mathfrak{s})}\left\langle t_{1} \xrightarrow{\bar{d}} \pi\left(t_{2}\right), \sigma(s)\right\rangle=\sum_{\sigma \in \mathrm{SG}(\mathfrak{s})}\left\langle t_{1} \xrightarrow{\bar{d}} \tilde{\pi}\left(t_{2}\right), \sigma(s)\right\rangle
$$

holds for $\pi, \tilde{\pi} \in \mathrm{SG}\left(\mathfrak{t}_{2}\right)$ whenever $\pi^{-1}(v)=\tilde{\pi}^{-1}(v)$. For fixed $\pi \in \mathrm{SG}\left(\mathfrak{t}_{2}\right)$ there are $\left|\operatorname{Fix}\left(v, \mathfrak{t}_{2}\right)\right|$ ways to choose $\tilde{\pi}$ in such a way.

On the other hand, any cut $C \in \operatorname{Cut}\left(\mathfrak{s} ; \mathfrak{t}_{1}, \mathfrak{t}_{2}\right)$ contains exactly one vertex and hence we can choose $\bar{C} \in \operatorname{Cut}\left(\mathfrak{s} ; \mathfrak{t}_{1}, \mathfrak{t}_{2}\right)$ such that for the canonical injection $\phi_{\bar{C}, P}: \mathrm{v}\left(\mathfrak{t}_{1}\right) \rightarrow \mathrm{v}(\mathfrak{s})$ we have that $w:=\phi_{\bar{C}, R}(c)$ is the unique vertex which defines $\bar{C}$. Thus we can rewrite the right-hand side of (10) as

$$
\begin{equation*}
\frac{1}{|\operatorname{Fix}(w, \mathfrak{s})|} \sum_{\tau \in \mathrm{SG}(\mathfrak{s})} \sum_{\sigma_{1} \in \mathrm{SG}\left(\mathfrak{t}_{1}\right)} \sum_{\sigma_{2} \in \mathrm{SG}\left(\mathfrak{t}_{2}\right)}\left\langle\sigma_{1}\left(t_{1}\right) \otimes \sigma_{2}\left(t_{2}\right), \mathbf{P}^{\bar{C}}(\tau(s)) \otimes \mathbf{R}^{\bar{C}}(\tau(s))\right\rangle, \tag{12}
\end{equation*}
$$

where $\operatorname{Fix}(w, \mathfrak{s}):=\{\sigma \in \mathrm{SG}(\mathfrak{s}): \sigma(w)=w\}$. This can verified as in the previous paragraph. Since $\phi_{\bar{C}, P}$ induces a canonical embedding of $\operatorname{SG}\left(\mathfrak{t}_{1}\right)$ into $\operatorname{SG}(\mathfrak{s})$ as a subgroup we can rewrite (12) as

$$
\begin{aligned}
& \frac{\left|\mathrm{SG}\left(\mathfrak{t}_{1}\right)\right|}{|\operatorname{Fix}(w, \mathfrak{s})|} \sum_{\tau \in \mathrm{SG}(\mathfrak{s})} \sum_{\sigma_{2} \in \mathrm{SG}\left(\mathfrak{t}_{2}\right)}\left\langle t_{1} \otimes \sigma_{2}\left(t_{2}\right), \mathbf{P}^{\bar{C}}(\tau(s)) \otimes \mathbf{R}^{\bar{C}}(\tau(s))\right\rangle \\
= & \frac{\left|\mathrm{SG}\left(\mathfrak{t}_{1}\right)\right|}{|\operatorname{Fix}(w, \mathfrak{s})|} \sum_{\tau \in \mathrm{SG}(\mathfrak{s})} \sum_{\sigma_{2} \in \mathrm{SG}\left(\mathfrak{t}_{2}\right)}\left\langle t_{1} \stackrel{\bar{d}}{\rightharpoonup} \sigma_{2}\left(t_{2}\right), \tau(s)\right\rangle
\end{aligned}
$$

One easily verifies that $|\operatorname{Fix}(w, \mathfrak{s})|=\left|\operatorname{Fix}\left(v, \mathfrak{t}_{2}\right)\right|\left|\operatorname{SG}\left(\mathfrak{t}_{1}\right)\right|$ holds, which shows (10).
The second condition in (9), i.e. the relationship between $\circ$ and $\Delta_{\mathrm{GL}}$, is shown analogously.

Finally, (ii) is an easy consequence of (i).
Corollary 4.9 Let $V$ be a locally convex vector space and let $\mathbf{t} \in \widehat{\mathcal{H}}_{\mathrm{GL}}(V)$ be group-like i.e. such that it satisfies $\Delta_{\mathrm{GL}}(\mathbf{t})=\mathbf{t} \otimes \mathbf{t}$. Then we have

$$
\mathbf{t}=\exp _{\circ}\left(\pi_{1}(\mathbf{t})\right):=\sum_{k=0}^{\infty} \frac{\left(\pi_{1}(\mathbf{t})\right)^{\circ k}}{k!}
$$

Proof. Let $V^{\prime}$ be the continuous dual of $V$, let $\mathfrak{s} \in \mathfrak{T r}$ and let $\mathbf{s} \in\left(V^{\prime}\right)^{\otimes \mathfrak{s}}$ be an elementary labelled tree with decomposition $\mathbf{s}=\mathbf{s}_{1} \circ \cdots \circ \mathbf{s}_{k}$ as in (6). Then we have

$$
\begin{aligned}
\langle\mathbf{t}, \mathbf{s}\rangle_{\mathfrak{N r}} & =\left\langle\mathbf{t}, \mathbf{s}_{1} \circ \cdots \circ \mathbf{s}_{k}\right\rangle_{\mathfrak{T r}} \\
& =\left\langle\mathbf{t}, \mathbf{s}_{1}\right\rangle_{\mathfrak{I r}} \cdots\left\langle\mathbf{t}, \mathbf{s}_{k}\right\rangle_{\mathfrak{T r}} \\
& =\left\langle\pi_{1}(\mathbf{t}), \mathbf{s}_{1}\right\rangle_{\mathfrak{I r}} \cdots\left\langle\pi_{1}(\mathbf{t}), \mathbf{s}_{k}\right\rangle_{\mathfrak{T r}},
\end{aligned}
$$

where we have used first Lemma 4.7 in combination with Theorem 4.8 and then the fact that $\mathbf{s}_{i} \in \mathfrak{T r}_{1}(V)$ for all $i \in\{1, \ldots, k\}$. On the other hand we have

$$
\left\langle\left(\pi_{1}(\mathbf{t})\right)^{\circ k}, \mathbf{s}\right\rangle_{\mathfrak{T r}}=\left\langle\left(\pi_{1}(\mathbf{t})\right)^{\circ k}, \mathbf{s}_{1} \circ \cdots \circ \mathbf{s}_{k}\right\rangle_{\mathfrak{T r}}
$$

$$
=k!\left\langle\pi_{1}(\mathbf{t}), \mathbf{s}_{1}\right\rangle_{\mathfrak{T r}} \cdots\left\langle\pi_{1}(\mathbf{t}), \mathbf{s}_{k}\right\rangle_{\mathfrak{T} \mathfrak{r}}
$$

which follows from (8) and the multinomial formula.
Since we have chosen an arbitrary s and since $\mathfrak{T r}\left(V^{\prime}\right)$ separates the points of $\widehat{\mathfrak{T r}}(V)$ this shows that we have $\pi_{k}(\mathbf{t})=\frac{1}{k!}\left(\pi_{1}(\mathbf{t})\right)^{\circ k}$ for all $k \in \mathbf{N}_{0}$. Hence the claim follows.

Corollary 4.10 Let $V$ be a locally convex vector space and let $\mathbf{t} \in \widehat{\mathcal{H}}_{\mathrm{GL}}(V)$ be group-like i.e. such that it satisfies $\Delta_{\mathrm{GL}}(\mathbf{t})=\mathbf{t} \otimes \mathbf{t}$. Then we have

$$
\pi_{k}^{(n)}(\mathbf{t})=\frac{\left(\pi_{1}^{(n)}(\mathbf{t})\right)^{\circ k}}{k!}+\mathfrak{r}
$$

where $\mathfrak{r}$ is such that $\pi^{(n)}(\mathfrak{r})=0$.
Proof. This follows immediately from the previous corollary.

## 5 Change of variables for differential equations driven by branched rough paths in arbitrary dimension

For a general introduction to the theory of rough paths we refer to [10, 11, 20]. In this section we assume that $E$ is a Banach space, which implies that $\widehat{\mathfrak{T r}}^{(k)}(E)$ is also Banach for all $k \in \mathbf{N}$. For $T>0$ define $\Delta_{T}:=\{(s, t) \in[0, T]: s<t\}$. By a control function or simply control we mean a continuous function $\omega: \Delta_{T} \rightarrow \mathbf{R}$ which satisfies $\omega(s, s)=0$ and $\omega(s, t)+\omega(t, u) \leq \omega(s, u)$ for all $0 \leq s \leq t \leq u \leq T$.

Definition 5.1 Let $T>0$, let $p \geq 1$ and let $\omega$ be a control function. A continuous map $\mathbf{x}: \Delta_{T} \rightarrow \widehat{\mathfrak{T r}}^{([p])}(E)$ is called a branched p-rough path controlled by $\omega$ if it satisfies
(i) $\mathbf{x}_{s, u}=\mathbf{x}_{s, t} \star \mathbf{x}_{t, u}$
(ii) $\mathbf{x}_{s, t}=\pi^{([p])}(\mathbf{g})$ for some $\mathbf{g} \in \widehat{\mathfrak{T} \mathfrak{r}}(E)$ with $\Delta_{\mathrm{GL}}(\mathbf{g})=\mathbf{g} \otimes \mathbf{g}$
(iii) $\left\|\pi^{k}\left(\mathbf{x}_{s, t}\right)\right\| \leq \omega(s, t)^{\frac{k}{p}}$
for all $0 \leq s \leq t \leq u \leq T$ and $k \in\{1, \ldots,[p]\}$.
Let $F$ be another Banach space and let $V: E \times F \rightarrow F$ be a continuous map which is linear in the first argument and smooth (in the Fréchet sense) in the second argument. There are two ways to view such a map. The one that is chosen in [20] is to interpret $V$ as a map from $F$ to the space of linear maps from $E$ to $F$. However, we prefer to view $V$ as a continuous linear map from $E$ into the space of smooth vector fields on $F$. To emphasise this point of view we write $V_{e}$ instead of $V(e, \cdot)$ for $e \in E$. Note that the the vector fields $V_{e}$ for $e \in E$ are kinetic vector fields in the language of [18].

Let furthermore $f: F \rightarrow G$ be a smooth map into some Banach space $G$. Then for $y \in F$ the linear map

$$
\Psi_{V, f, y}: \widehat{\mathfrak{T} \mathfrak{r}}(E) \rightarrow G
$$

is constructed in the following way. It maps a labelled tree $\mathbf{t}$ to a product of derivatives of $f$ and $V$, evaluated at $y$. The root of $\mathbf{t}$ corresponds to $f$ and a vertex labelled by $e \in E$ corresponds to the vector field $V_{e}$. The number of children of a vertex indicates how often the corresponding term has to be differentiated. The terms corresponding to the children are then plugged into the derivative.

## Example 5.2

$$
\Psi_{V, f, y}(\underbrace{e_{3}}_{e_{1}} \underbrace{e_{4}}_{0} e^{e_{5}} \boldsymbol{e} \boldsymbol{e})=f^{\prime \prime}(y)\left[V_{e_{1}}^{\prime \prime \prime}(y)\left[V_{e_{3}}(y), V_{e_{4}}(y), V_{e_{5}}(y)\right], V_{e_{2}}(y)\right]
$$

There is a particular choice of $f$ which will become important. For any positive integer $k$ we define the map

$$
\mathrm{id}^{k}: F \rightarrow F^{\otimes k}: x \mapsto x^{\otimes k}
$$

The maps $\Psi_{V, \text { id }^{k}, y}$ have two important properties. First they satisfy

$$
\begin{equation*}
\Psi_{V, f, y}(\mathbf{t})=\frac{1}{k!} f^{(k)}(y)\left[\Psi_{V, \mathrm{id}^{k}, y}(\mathbf{t})\right] \tag{13}
\end{equation*}
$$

for all $\mathbf{t} \in \widehat{\mathfrak{T} \mathfrak{r}}(E)$. Second they are compatible with the o-product of labelled trees in the sense that for two trees $\mathbf{t}_{1} \in \widetilde{\mathfrak{T}}_{k}(E)$ and $\mathbf{t}_{2} \in \widehat{\mathfrak{T}}_{l}(E)$ we have

$$
\begin{equation*}
\Psi_{V, \mathrm{id}{ }^{k+l}, y}\left(\mathbf{t}_{1} \circ \mathbf{t}_{2}\right)=\frac{(k+l)!}{k!l!} \operatorname{sym}_{\mathfrak{S}_{k+l}}\left(\Psi_{V, \mathrm{id}^{k}, y}\left(\mathbf{t}_{1}\right) \otimes \Psi_{V, \mathrm{id} \mathrm{~d}^{l}, y}\left(\mathbf{t}_{2}\right)\right) . \tag{14}
\end{equation*}
$$

Theorem 5.3 Let $V: E \times F \rightarrow F$ be as above. Let furthermore $\mathbf{x}$ be a branched p-rough path controlled by $\omega$ and let $y:[0, T] \rightarrow F$ be a continuous path. Then the following are equivalent.
(i) There exists a function $\theta: \mathbf{R} \rightarrow \mathbf{R}$ with $\theta(h) / h \rightarrow 0$ for $h \rightarrow 0$ such that

$$
\begin{equation*}
\left\|y_{t}-\Psi_{V, \mathrm{id}, y_{s}}\left(\mathbf{x}_{s, t}\right)\right\| \leq \theta(\omega(s, t)) \tag{15}
\end{equation*}
$$

holds for all $(s, t) \in \Delta_{T}$.
(ii) For every Banach space $G$ and every smooth $f: F \rightarrow G$ there exists a function $\theta_{f}: \mathbf{R} \rightarrow \mathbf{R}$ with $\theta_{f}(h) / h \rightarrow 0$ for $h \rightarrow 0$ such that

$$
\begin{equation*}
\left\|f\left(y_{t}\right)-\Psi_{V, f, y_{s}}\left(\mathbf{x}_{s, t}\right)\right\| \leq \theta_{f}(\omega(s, t)) \tag{16}
\end{equation*}
$$

holds for all $(s, t) \in \Delta_{T}$.

Proof. The implication $(i i) \Rightarrow(i)$ is trivial. For the other direction, the idea is to split the term $\Psi_{V, f, y_{s}}\left(\mathbf{x}_{s, t}\right)$ into terms that we can control. We have (see explanations below)

$$
\begin{align*}
& \left\|f\left(y_{t}\right)-\Psi_{V, f, y_{s}}\left(\mathbf{x}_{s, t}\right)\right\| \\
\leq & \left\|\sum_{k=1}^{\lfloor p\rfloor} \frac{f^{(k)}\left(y_{s}\right)}{k!}\left[y_{s, t}^{\otimes k}-\Psi_{V, \mathrm{id}^{k}, y_{s}}\left(\pi_{k}\left(\mathbf{x}_{s, t}\right)\right)\right]\right\|+C_{1}\left\|y_{s, t}\right\|^{\lfloor p\rfloor+1}  \tag{17a}\\
\leq & \left\|\sum_{k=1}^{\lfloor p\rfloor} \frac{f^{(k)}\left(y_{s}\right)}{k!}\left[y_{s, t}^{\otimes k}-\frac{1}{k!} \Psi_{V, \mathrm{id}^{k}, y_{s}}\left(\left(\pi_{1}\left(\mathbf{x}_{s, t}\right)\right)^{\circ k}\right)\right]\right\|+C_{1}\left\|y_{s, t}\right\|^{\lfloor p\rfloor+1}+C_{2} \omega(s, t)^{\frac{\lfloor p\rfloor+1}{p}}  \tag{17b}\\
= & \left\|\sum_{k=1}^{\lfloor p\rfloor} \frac{f^{(k)}\left(y_{s}\right)}{k!}\left[y_{s, t}^{\otimes k}-\left(\Psi_{V, \mathrm{id}, y_{s}}\left(\pi_{1}\left(\mathbf{x}_{s, t}\right)\right)\right)^{\otimes k}\right]\right\|+C_{1}\left\|y_{s, t}\right\|^{\lfloor p\rfloor+1}+C_{2} \omega(s, t)^{\left\lfloor\frac{\lfloor p\rfloor+1}{p}\right.}  \tag{17c}\\
= & \left\|\sum_{k=1}^{\lfloor p\rfloor} \frac{f^{(k)}\left(y_{s}\right)}{k!}\left[\left(y_{s, t}-\Psi_{V, \mathrm{id}, y_{s}}\left(\pi_{1}\left(\mathbf{x}_{s, t}\right)\right)\right) \otimes \sum_{i=0}^{k-1} y_{s, t}^{\otimes(k-1-i)} \Psi_{V, \mathrm{id}, y_{s}}\left(\pi_{1}\left(\mathbf{x}_{s, t}\right)\right)^{\otimes i}\right]\right\| \\
= & \quad+C_{1}\left\|y_{s, t}\right\|^{\lfloor p\rfloor+1}+C_{2} \omega(s, t)^{\lfloor p\rfloor} \frac{f^{(k)}\left(y_{s}\right)}{k!}\left[\left(y_{t}-\Psi_{V, \mathrm{id}, y_{s}}\left(\mathbf{x}_{s, t}\right)\right) \otimes \sum_{i=0}^{k-1} y_{s, t}^{\otimes(k-1-i)} \Psi_{V, \mathrm{id}, y_{s}}\left(\pi_{1}\left(\mathbf{x}_{s, t}\right)\right)^{\otimes i}\right] \| \tag{17d}
\end{align*}
$$

In this computation we have used the following arguments.
(17a) Replace $f$ by its Taylor approximation up to degree $\lfloor p\rfloor$ and make use of (13).
(17b) Apply Corollary 4.10, where the remainder $\mathfrak{r}$ leads to the term that involves $\omega$.
(17c) Use (14), where we can ignore the symmetrisation because $f^{(k)}\left(y_{s}\right)$ is a symmetric multilinear form anyway.
(17d) Use the elemetary identity $a^{k}-b^{k}=(a-b)\left(a^{k-1}+a^{k-2} b+\cdots+a b^{k-2}+b^{k-1}\right)$, which holds in principle only for commuting variables $a$ and $b$. It can be applied nevertheless, again because $f^{(k)}\left(y_{s}\right)$ is symmetric.
(17e) Observe that $\Psi_{V, i d, y_{s}}$ maps any tree which is neither in $\widehat{\mathfrak{T}}_{1}(E)$ nor in $E^{\otimes 1}$ to zero.
Now define the constant $C_{3}$ by

$$
C_{3}:=\sup _{0 \leq s<t \leq T} \sup _{a \in F:\|a\|=1}\left\|\sum_{k=1}^{\lfloor p\rfloor} \frac{f^{(k)}\left(y_{s}\right)}{k!}\left[a \otimes \sum_{i=0}^{k-1} y_{s, t}^{\otimes(k-1-i)} \Psi_{V, \mathrm{id}, y_{s}}\left(\pi_{1}\left(\mathbf{x}_{s, t}\right)\right)^{\otimes i}\right]\right\| .
$$

We have $C_{3}<\infty$ because $f^{(k)}(y)$ is a continuous multilinear map for all $k \in \mathbf{N}$ and all $y \in F$. Thus (17e) can be estimated by

$$
\begin{aligned}
& \quad C_{3}\left\|y_{t}-\Psi_{V, \mathrm{id}, y_{s}}\left(\mathbf{x}_{s, t}\right)\right\|+C_{1}\left\|y_{s, t}\right\|^{\lfloor p\rfloor+1}+C_{2} \omega(s, t)^{\frac{\lfloor p\rfloor+1}{p}} \\
& \leq C_{3} \theta(\omega(s, t))+C_{4} \omega(s, t)^{\frac{\mid p\rfloor+1}{p}}
\end{aligned}
$$

for some $C_{4}>0$ where we have also used that $y$ has finite $p$-variation controlled by (a scalar multiple of) $\omega$. Defining

$$
\theta_{f}(h):=C_{3} \theta(h)+C_{4} h^{\frac{\lfloor p\rfloor+1}{p}}
$$

finishes the proof.
Definition 5.4 With the notation as in Theorem 5.3 we say that $y$ solves the rough differential equation

$$
\begin{equation*}
\mathrm{d} y_{t}=V\left(y_{t}\right) \mathrm{d} \mathbf{x}_{t} \tag{18}
\end{equation*}
$$

with initial value $y_{0}$ if (i) (and thus also (ii)) of Theorem 5.3 holds.
The idea to define solutions of rough differential equations via Euler expansions is originally due to Davie [9] and was later developed further in [11]. Note that, in contrast to Lyons' original work [19,20] and Gubinelli's theory of controlled rough paths [14], this approach defines a solution as an ordinary $F$-valued path without any higher order terms.

### 5.1 Geometric rough paths and differential geometry

Even though we have formulated Theorem 5.3 only for branched rough paths it is also valid for (weakly) geometric rough path since the latter can be interpreted as branched rough paths in a canonical way. The relationship between branched and geometric rough paths has been discussed in detail in [16], at least for the finite-dimensional case. The crucial difference between branched and geometric rough paths is that geometric rough paths take their values in the tensor algebra over $E$ rather than the Grossman-Larson algebra.

Let us define the tensor algebra over $E$ and see how it embeds into the Grossman-Larson algebra. For the algebraic details we refer to [20,22]. Recall that we have fixed a symmetric system of cross-norms on the tensor powers of $E$ in order to define $\widehat{\mathfrak{T} \mathfrak{r}}(E)$. Thus we can equip

$$
T(E):=\bigoplus_{k=0}^{\infty} V^{\hat{\otimes} k}
$$

with the product topology and denote by $\widehat{T}(E)$ its completion. The space $\widehat{T}(E)$ carries a natural product, namely the tensor product, which turns it into an algebra. Note that the
sub-algebra generated by $E$ is dense in $\widehat{T}(E)$. Thus we can define the coproduct $\Delta_{\amalg}$ on $E$ by

$$
\Delta_{\amalg}(e):=1 \otimes e+e \otimes 1
$$

and then extend it to all of $\widehat{T}(E)$ as a continuous algebra morphism.
Now define $\mathfrak{t}=\boldsymbol{\ell}$ and note that $E^{\otimes \mathfrak{t}} \simeq E$. Hence we can define the continuous algebra morphism

$$
\Phi: \widehat{T}(E) \rightarrow \widehat{\mathcal{H}}_{\mathrm{GL}}(E)
$$

which is given by $\Phi(e)=e \in E^{\otimes \mathfrak{t}}$ for $e \in E$. One easily checks that this is in fact a Hopf algebra morphism. Thus $\Phi$ lets us embed the space of geometric rough paths into the space of branched rough paths.

In [16] it has in fact been shown that conversely, one can interpret every branched rough path as a geometric one, albeit this geometric rough path will then take values in the tensor algebra over an augmented version of the original vector space.

Now assume that $V$ is a linear map from $E$ into the space of vector fields on some smooth manifold $\mathcal{M}$. Let furthermore $y \in \mathcal{M}$ and let $f: \mathcal{M} \rightarrow G$ a smooth map into some Banach space $G$. In this case the 'non-geometricity' of general branched rough paths becomes apparent in the definition of the map $\Psi_{V, f, y}$ that we have defined above. Let $e_{1}, \ldots, e_{k} \in E$. Then we have

$$
\Psi_{V, f, y}\left(\Phi\left(e_{1} \otimes \cdots \otimes e_{k}\right)\right)=\Psi_{V, f, y}\left({ }^{e_{1}} \boldsymbol{\ell} \star \cdots \not \star^{e_{k}} \boldsymbol{g}\right)=V_{e_{1}} \cdots V_{e_{k}} f(y),
$$

because the $\star$-product simply encodes the product rule. Thus when we say that a rough path $\mathbf{x}$ is geometric, this is because $\Psi_{V, f, y}\left(\Phi\left(\mathbf{x}_{s, t}\right)\right)$ is a canonically defined object for all $V, f, y, s, t$, even in a non-linear setting. In contrast, if $\mathbf{x}$ is a branched rough path, then $\Psi_{V, f, y}\left(\mathbf{x}_{s, t}\right)$ is in general only well-defined once we choose an affine connection on $\mathcal{M}$ because it involves covariant derivatives of vector fields and higher order derivatives of $f$. Hence it is the independence of the choice of a connection which makes the geometric rough paths special among all branched rough paths. Differential equations driven by geometric rough paths can be interpreted as generalised Stratonovich equations whereas differential equations driven by branched rough paths should be seen as a generalisation of Ito-corrected Stratonovich equations.

In light of the previous paragraph we will write $\Psi_{V, f, y, \nabla}$ in order to make clear that the values of the function on arbitrary labelled trees are to be computed with respect to the connection $\nabla$. To align this with the notation used above, we agree that $\nabla$ is the canonical connection of a vector space if it is not mentioned explicitly. Thus we generalise Definition 5.4 in the following way.

Definition 5.5 With the notation as in Theorem 5.3 we say that $y$ solves the rough differential equation

$$
\begin{equation*}
\mathrm{d} y_{t}=V\left(y_{t}\right) \mathrm{d} \mathbf{x}_{t} \tag{19}
\end{equation*}
$$

with respect to the connection $\nabla$ on $F$ and with initial value $y_{0}$ if there exists a function $\theta: \mathbf{R} \rightarrow \mathbf{R}$ with $\theta(h) / h \rightarrow 0$ for $h \rightarrow 0$ such that

$$
\begin{equation*}
\left\|y_{t}-\Psi_{V, \mathrm{id}, y_{s}, \nabla}\left(\mathbf{x}_{s, t}\right)\right\| \leq \theta(\omega(s, t)) \tag{20}
\end{equation*}
$$

holds for all $(s, t) \in \Delta_{T}$.
To conclude, let us mention two consequences of Theorem 5.3 which underline its significance in the context of differential geometry. First, we have the invariance of rough differential equations under changes of coordinates as stated in the following corollary.

Corollary 5.6 Let the notation be as in Theorem 5.3 and assume that $y_{t} \in U$ for some open set $U \subset F$ and all $t \in[0, T]$. Let $W \subset F$ be another open set and let $\varphi: U \rightarrow W$ be a diffeomorphism. For each $e \in E$ define the vector field $\tilde{V}_{e}$ on $W$ by

$$
\tilde{V}_{e}(p)=\varphi^{\prime}\left(\varphi^{-1}(p)\right)\left[V_{e}\left(\varphi^{-1}(p)\right)\right] .
$$

Then $y$ solves (19) (with respect to the canonical connection on $F$ ) if and only if $\tilde{y}$ given by $\tilde{y}_{t}:=\varphi\left(y_{t}\right)$ solves

$$
\mathrm{d} \tilde{y}_{t}=\tilde{V}\left(\tilde{y}_{t}\right) \mathrm{d} \mathbf{x}_{t},
$$

with respect to the pushforward connection $\tilde{\nabla}$ given by

$$
\tilde{\nabla}_{\tilde{Y}} \tilde{X}(\tilde{p}):=\tilde{X}^{\prime}(\tilde{p})[\tilde{Y}(\tilde{p})]-\varphi^{\prime \prime}\left(\varphi^{-1}(\tilde{p})\right)\left[\left(\varphi^{\prime}\left(\varphi^{-1}(\tilde{p})\right)\right)^{-1}[\tilde{X}(\tilde{p})],\left(\varphi^{\prime}\left(\varphi^{-1}(\tilde{p})\right)\right)^{-1}[\tilde{Y}(\tilde{p})]\right]
$$

for vector fields $\tilde{X}, \tilde{Y}$ on $F$ and $\tilde{p} \in W$.
Proof. Writing $\varphi$ itself in the new coordinates on $W$ gives $\tilde{\varphi}(\tilde{p})=\varphi\left(\varphi^{-1}(\tilde{p})\right)=\tilde{p}$, i.e. $\tilde{\varphi}=\mathrm{id}$. Thus we have

$$
\tilde{y}_{t}-\Psi_{\tilde{V}, \text { id }, \tilde{y}_{s}, \tilde{\nabla}}\left(\mathbf{x}_{s, t}\right)=\varphi\left(y_{t}\right)-\Psi_{\tilde{V}, \tilde{\varphi}, \tilde{y}_{s}, \tilde{\nabla}}\left(\mathbf{x}_{s, t}\right)=\varphi\left(y_{t}\right)-\Psi_{V, \varphi, y_{s}}\left(\mathbf{x}_{s, t}\right),
$$

where the last equality is obtained by writing everything in the original coordinates. The claim follows now immediately from Theorem 5.3.

A careful reading of [5] shows that the authors have used arguments similar to those that went into the proof of Theorem 5.3 in order to obtain well-definedness of RDEs on submanifolds of $\mathbf{R}^{d}$, albeit in the less general case $p<3$.

Second, Theorem 5.3 yields a way to define what we mean by the solution of an RDE on a manifold by testing (16) for a suitable set of real-valued test functions. If the manifold is finite-dimensional, then smooth compactly supported test functions are an obvious choice. Even though this definition has been suggested before - see e.g. [1] and the references therein - we believe that Theorem 5.3 is so far the most general way to establish that such a definition is compatible with Definitions 5.4 and 5.5.
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