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Abstract

Direct Numerical Simulations of unsteady spatially periodic turbulence with
time-dependent rms velocity u′(t) and integral length-scale L(t) show that
not only the instantaneous energy dissipation rate but also the instantaneous
energy flux at intermediate wavenumbers scales as U0L0u

′(t)2/L(t)2 where U0

and L0 are velocity and length scales characterizing initial or overall unsteady
turbulence conditions. These high Reynolds number scalings are qualitatively
different from the well-known u′(t)3/L(t) cornerstone scalings of equilibrium
turbulence where the energy flux and dissipation are exactly balanced at all
times.
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1. Introduction

Recent laboratory experiments (see Ref. [1] and references therein) show
that in a variety of decaying turbulent flows with different levels of statistical
homogeneity and a wavenumber dependence of the energy spectrum E(k, t)
close to k−5/3, the following law of the dissipation rate ϵ(t) of turbulent kinetic
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energy is observed:

ϵ(t) ∼ Re
p/2
0

Reλ(t)q
u′(t)3

L(t)
(1)

where p ≈ 1, q ≈ 1, t is time, L(t) is an integral length-scale, Re0 = U0L0/ν
is a global Reynolds number based on a velocity U0 and a length scale L0

characterizing the initial/inlet conditions, Reλ = u′λ/ν is a local Reynolds
number based on the Taylor length λ(t) and the rms turbulence velocity u′(t),
and ν is the kinematic viscosity of the fluid. In wind tunnel experiments,
the variables u′(t), L(t) and ϵ(t) are effectively ensemble averaged over many
realizations and the time t is defined so that U0t corresponds to the distance
from the grid. In our numerical simulations, however, these variables are
spatially averaged and are functions of time t as they vary in time. This
dissipation law (1) is fundamentally different from the well-known scaling
first introduced by Taylor [2]

ϵ(t) = Cϵ
u′(t)3

L(t)
, (2)

where Cϵ is a dimensionless time-independent constant. This law (2) of
dissipation relates ϵ(t), which is a small-scale quantity, to the large-scale flow
properties L(t) and u′(t) and has therefore provided a foundation for the
modeling of small-scale turbulence in very many contexts (see, for example,
Refs. [3, 4, 5]).

As explained in Ref. [1], whereas (2) is compatible with equilibrium tur-
bulence where the energy flux and dissipation are exactly balanced at all
times, the dissipation scaling (1) is not. This paper’s objectives are, firstly,
to show that the new dissipation law (1) also holds in Direct Numerical
Simulations (DNS) of two very different kinds of unsteady spatially periodic
turbulence at high enough Reynolds number and, secondly and much more
importantly, to demonstrate that in these two unsteady turbulent flows, the
interscale energy flux at intermediate wavenumbers scales in the same way
as the dissipation at high enough Reynolds number.

To fully appreciate the relevance of these two objectives it may be worth
recalling that the scale-by-scale energy balance in spatially periodic tur-
bulence is the same as in homogeneous (not necessarily isotropic) turbu-
lence (see Ref. [6]). In spectral space, this balance is the Lin equation (see
Ref. [7, 6, 8])

∂

∂t
E(k, t) = − ∂

∂k
Π(k, t)− 2νk2 E(k, t) (3)
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where Π(k, t) is the interscale energy flux to Fourier modes with wavenumber
larger than wavenumber k. Kolmogorov’s pivotal local stationarity assump-
tion [9] implies ∂E/∂t = 0 for k ≫ 1/L. Integrating (3) in such a wavenum-
ber range, from a given wavenumber k (≪ 1/η where η is the Kolmogorov
length-scale) to ∞ and using ϵ(t) = 2ν

∫∞
0

k2E(k, t)dk and Π(∞, t) = 0, one
obtains Π(k, t) ≈ ϵ(t). Note that the wavenumber range 1/L ≪ k ≪ 1/η
exists only when the Reynolds number is sufficiently high. The local sta-
tionarity and the resulting local balance between energy flux and dissipation
are a cornerstone of the equilibrium energy cascade in the so-called inertial
range (1/L ≪ k ≪ 1/η), and the reason why ϵ(t) is the key quantity in Kol-
mogorov’s similarity hypotheses [9]. Returning to our objectives, our first
one is to check that (1) also holds in an unsteady turbulence where the in-
terscale balance equation (3) is demonstrably the same as in homogeneous
turbulence. And our most important second objective is to examine Π(k, t) in
such unsteady turbulence and show how it scales at intermediate wavenum-
bers. Kolmogorov’s stationarity assumption applied to the Kármán-Howarth
equation (the equivalent of the Lin equation in physical space) leads to (2)
(see Ref. [1] where the arguments leading to this conclusion are given with-
out need for statistical isotropy). Given that Π(k, t) ≈ ϵ(t) under the local
stationarity assumption in intermediate wavenumbers, it then follows that
Π(k, t) also scales as u′(t)3/L(t). However, what happens to Π(k, t) if ϵ(t)
does not scale as u′(t)3/L(t) but instead obeys (1) as recently observed in
many laboratory experiments [1] of various decaying turbulent flows? Al-
though arguably the scaling of Π(k, t) is even more important than that of
ϵ(t) because Π(k, t) is central to coarse-graining approaches to turbulent flows
such as Large Eddy Simulations, only a few authors [10, 11] investigated the
scaling of Π(k, t). This is the motivation for our second, and in fact major,
objective.

2. Energy dissipation law

Let us start with demonstrating that (1) is also observed in DNS of un-
steady turbulence in a periodic cube. Before doing this, we derive equivalent
forms of (1). Firstly, combining with the expression [2] ϵ(t) = 15νu′(t)2/λ(t)2

for isotropic turbulence, and assuming p = q = 1 for simplicity, (1) becomes

ϵ(t) = Dϵ U0L0
u′(t)2

L(t)2
(4)
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where Dϵ is a dimensionless constant. Next, regarding (2) as the definition
of Cϵ, it is seen that (1) is equivalent to

Cϵ(t) ∼
√
Re0

Reλ(t)
(5)

for p = q = 1. Now we verify (5) numerically.
We conducted DNS of turbulent incompressible fluid flows in a periodic

cube. We used a Fourier spectral code with de-aliasing by the phase shift
method and conducted both decaying and forced simulations. The forcing1

imposed on the Navier-Stokes equation was

f =

 +sin(2πmx
/
L) cos(2πmy

/
L)

− cos(2πmx
/
L) sin(2πmy

/
L)

0

 , (6)

where L is the spatial period of the boundary condition and m is an integer.
For the decaying turbulence cases we chose m = 4 so that L(t) is sufficiently
smaller than L (i.e. L(t) < 0.1L) during the decay, and switched off the force
when the dissipation rate ϵ(t) reached its maximum value. We considered five
different values of Re0 corresponding to simulation sizes between 1283 and
20483 so that the smallest eddies are always well resolved. More concretely,
the values of the kinematic viscosity were chosen so that kmaxη (where kmax

is the largest resolved wavenumber) is larger than 1 throughout the decay.
The results are shown in Fig. 1; as time advances and the turbulence de-
cays, Reλ decays but Cϵ grows and Cϵ(t) is approximately proportional to
Reλ(t)

−1. The different Cϵ(t) ∝ Reλ(t)
−1 curves collapse very well if we plot

Cϵ(t)/
√
Re0 as a function of Reλ(t) (insert of Fig. 1) in good agreement with

(5), i.e. the dissipation law (1) with p = q = 1 and U0, L0 given by the rms
turbulent velocity and the integral scale at the initial time of decay. The
normalized time duration of each run along each one of these curves is esti-
mated by the temporal integration of 1/T (t) (where T (t) = L(t)/u′(t) is the

1This force drives anisotropic turbulence at large scales (as is often the case, in fact,
both in nature and industry). The temporal averages of the rms values of velocity com-
ponents are ⟨u′

1⟩ ≈ ⟨u′
2⟩ ≈ 1.6⟨u′

3⟩ when the force is continuously applied. The turbulence
is, however, statistically isotropic at small scales even for lower Reynolds number cases
in the sense that the rms values of the three components of vorticity are identical within
statistical error.
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Figure 1: Instantaneous value of Cϵ(t) as a function of Reλ(t) in the decaying turbulence.
Five curves are plotted for five different values of ν. Insert: Cϵ(t) normalized by

√
Re0.

eddy turnover time) and is 3.2, 3.2, 3.2, 4.2 and 5.0 in order of increasing
Re0. For longer times (not shown in Fig. 1), Cϵ tends towards a constant
for a little while as Reλ decays further till Reλ eventually reaches values
low enough for the dissipation to be directly viscous. The behavior of Cϵ in
later stages of turbulence decay is beyond the scope of this study. However,
it is worth mentioning that Meldi et al.[12] studied the decay of very high
Reynolds number turbulence by using an EDQNM model and showed that Cϵ

tends to a constant in a later stage of decay. Their observation is consistent
with wind tunnel observations in the far downstream region of grid-generated
turbulence (see Ref. [1] and references therein).

The range of Reλ values in our decaying simulations (Fig. 1) is rather
limited and underReλ = 400 in all cases. To conduct DNS at higher Reynolds
numbers, we used (6) with m = 1 and kept the forcing on throughout. We
considered seven different values of Re0 corresponding to simulation sizes
between 643 and 20483 for similar resolutions: kmax⟨η⟩ = 1.7, 1.0, 1.1, 1.4,
1.4, 1.4 and 1.3, respectively. Here, brackets ⟨·⟩ denote the temporal average.
Interestingly, the turbulence driven by this steady force is far from steady
and u′(t), L(t) and ϵ(t) oscillate significantly in time with a time scale of
about 20⟨T ⟩, where ⟨T ⟩ = ⟨L(t)/u′(t)⟩. This quasi-periodic behavior of
the forced turbulence is evident in Fig. 2 where the temporal evolution of
u′(t), L(t), ϵ(t), Reλ(t) and Cϵ(t) is plotted for a given Re0. Note that the
global Reynolds number Re0 is redefined for the forced turbulence in terms
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Figure 2: Temporal evolution of (a) u′(t) (solid line), ϵ(t) (dotted line), (b) L(t), (c) Reλ(t)
(solid line) and Cϵ(t) (dotted line) in the forced turbulence at the average Reynolds number
⟨Reλ⟩ = 280. The origin of the time (t = 0) is not the initial time of the DNS as the initial
transient does not appear in these plots. The temporal oscillations of these quantities
appear to last permanently.

0.2

0.4

0.8

102 103

Reλ

C
ǫ

R
e
λ −

1

Figure 3: Instantaneous value of Cϵ(t) as a function of Reλ(t) in turbulence forced by
(6) for seven different values of ν. Symbols (×) denote the time-averaged dissipation ⟨ϵ⟩
normalized by ⟨u′⟩3/⟨L⟩ as a function of ⟨Reλ⟩.
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Figure 4: Cϵ(t)/
√
Re0, where Re0 = U0L0/ν is evaluated as Re0 = ⟨u′⟩⟨L⟩/ν, as a function

of Reλ(t) for the forced turbulence. Insert: Dϵ(t) as a function of Reλ(t).

of the temporal averages of u′(t) and L(t) which makes it time-independent
and representative of global forcing conditions, as it should be. We have
confirmed that this quasi-periodic behavior with approximate period 20⟨T ⟩
is always observed irrespective of Re0. It has also been shown in Ref. [13,
14] that it is caused by energy cascade events occurring quasi-periodically.
It is worth mentioning that temporal oscillations of turbulence driven by
steady force is not peculiar to our system, but is observed in various flow
systems (see, e.g., Ref. [15] for the interesting observation that von Kármán
flow has temporal correlations of the power input lasting up to 20 eddy
turnover times). It must be emphasized that the oscillations are not transient
but permanent. These oscillations are manifest in Fig. 3 where, for each
Re0, the curves are not single valued but result from alternations between
turbulence decay periods whereReλ(t) decays and Cϵ(t) grows and turbulence
build-up periods where Reλ(t) grows and Cϵ(t) decays. In Fig. 3 we plot
the temporal evolutions of Cϵ(t) and Reλ(t) for the durations 62⟨T ⟩, 71⟨T ⟩,
78⟨T ⟩, 74⟨T ⟩, 42⟨T ⟩, 22⟨T ⟩ and 19⟨T ⟩ in order of increasing Re0. More
interestingly, similarly to our turbulence decay simulations, these curves run
approximately along Cϵ(t) ∝ Reλ(t)

−1 lines for every Re0 (see Fig. 3); and
furthermore, they can be made to collapse if we use the global Reynolds
number Re0 = U0L0/ν where U0 and L0 are the temporal averages of u′(t)
and L(t) and plot Cϵ(t)/

√
Re0 as a function of Reλ(t) (see Fig. 4). The

insert of Fig. 4 shows Dϵ(t) versus Reλ(t) and demonstrates the validity of
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(4), i.e. (1) with p = q = 1, particularly at the higher values of Reλ.
In the forced turbulence, Reλ reaches values as high as O(103), and in

both flows the spectrum E(k, t) has a sizable intermediate wavenumber range
where the wavenumber dependence is close to k−5/3, particularly at the high-
est Reynolds numbers as shown in Fig. 5. Hence the dissipation law (4) is
clearly an inertial effect and not a predominantly viscous effect. Note that
here we use the word “inertial” in the sense that the inertial term in the
Navier-Stokes equation dominates the viscous term, but we do not use the
word in the sense that the time derivative term in (3) is negligible.

3. Interscale energy flux law

Our forced DNS reaches the highest Reλ values and so we use it first to
evaluate Π(k, t) at various intermediate wavenumbers k for our entire Re0
range. Examples of Π(k, t) are shown in the inserts of Fig. 5. We define

CΠ(k, t) =
Π(k, t)

u′(t)3/L(t)
(7)

and plot its normalized value in Fig. 6 for a representative wavenumber k =
5kf where kf = m is the forcing wavenumber. Very similar results with
identical conclusions are obtained for other intermediate wavenumbers such
as k = 10kf and k = 20kf . Except for Reλ . 100, CΠ(k, t) behaves very
much like Cϵ in Fig. 4. The results strongly support

Π(k, t) = DΠ(k) U0L0
u′(t)2

L(t)2
(8)

for a range of wavenumbers larger than kf and smaller than 1/η. Direct
evidence of the validity of (8) at high Reynolds numbers is given in the
insert of Fig. 6. The inserts of Figs. 4 and 6 show that DΠ and Dϵ tend to
very close values at high Reynolds numbers. However this balance does not
correspond to a balance between ϵ(t) and Π(k, t) because ∂E(k, t)/∂t ̸= 0 and
instantaneous values of ϵ(t) and Π(k, t) are nearly never equal. In our forced
turbulence, ∂E(k, t)/∂t takes both positive and negative values depending on
wavenumber k and time t, and ϵ(t) and Π(k, t) oscillate around ϵ(t) = Π(k, t)
(see Fig. 7). Equations (4) and (8) must therefore be understood as averages
conditional on a certain value of Reλ.

The situation for the decaying turbulence is simpler because ∂E(k, t)/∂t
is always negative, and so is its integral over the wavenumber range [k,∞).
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Figure 5: (a) E(k, t) at 33 different times with a time interval of about 0.56⟨T ⟩ for the
highest Re0 case of the forced turbulence. Insert: Π(k, t)/ϵ(t) at the same times. In agree-
ment with Fig. 7, there are two bunches of curves in this insert corresponding to turbulence
decay and buid-up periods, respectively. (b) Same as (a) but for the decaying turbulence
at the highest Re0. E(k, t) at 10 different times with a non-dimensionalised time interval
equal to 0.5 (calculated by the time-integration method given in the second paragraph of
section 2). Time progresses from black to gray curves. Insert: Π(k, t)/ϵ(t) at the same
times. The clear simultaneous validity of (4) and (8), which implies collapse of these curves
in an intermediate wavenumber range, is only observed for non-dimensionalised times & 2.
This is because (4), i.e. (5), is slightly less well-defined for a given Re0 in the decaying
case (Fig. 1) than in our forced case, probably because of the smaller Reynolds numbers.
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Therefore Π(k, t)−ϵ(t) < 0 and there is no balance between flux and dissipa-
tion. Nevertheless, Π(k, t) obeys (8) at high enough Reynolds numbers (see
the blue curves in the insert of Fig. 6). Indeed our numerical results for the
decaying turbulence indicate that DΠ ̸= Dϵ in agreement with the imbalance
between Π(k, t) and ϵ(t).

4. Conclusion

We have numerically investigated the energy dissipation rate ϵ(t) and
the interscale energy flux Π(k, t) in unsteady (both decaying and forced)
turbulence in a periodic cube. The results for ϵ(t) are similar to observations
in wind tunnel experiments [1]. The results for Π(k, t) indicate that, at high
enough Reynolds numbers, both Π(k, t) and ϵ(t) scale as U0L0u

′(t)2/L(t)2.
The fact that this scaling is found in both forced unsteady turbulence and
freely decaying turbulence suggests general validity.

Before closing this article, it may be worth making a comment on averag-
ing. In the freely decaying turbulence, even if we take an ensemble average
over many realizations, ∂⟨E⟩/∂t is negative and non-zero for any k. It is
this invalidity of the Kolmogorov stationarity assumption that sets the stage
for (though does not necessarily imply) the invalidity of (2). In contrast, in
forced turbulence, an ensemble average, or long-time average, smooths out
temporal fluctuations. Then, obviously d⟨E⟩/dt = 0, and therefore (3) leads
to ⟨Π⟩ = ⟨ϵ⟩. It is also the case (ignoring intermittency corrections) that the
Kolmogorov energy spectrum scaling holds for the average spectrum, i.e.

⟨E⟩ ∼ ⟨ϵ⟩2/3k−5/3 . (9)

If (9) holds down to wavenumbers as small as O(1/L), then one can derive (2)
for the time-averaged value ⟨ϵ⟩ of the energy dissipation rate by integrating
(9) over k. This is consistent with the observation in Fig. 3, where the sym-
bols (×) give, for each Re0, the values of ⟨ϵ⟩ normalized by ⟨u′⟩3/⟨L⟩ on the
vertical axis and of ⟨Reλ⟩ on the horizontal axis. The resulting curve depends
only weakly on ⟨Reλ⟩ and suggests a tendency towards a constant value as
⟨Reλ⟩ → ∞. Both (9) and (2) are therefore applicable to time-averaged
flows but not to instantaneous ones for which the Kolmogorov stationarity
assumption is invalid but the different dissipation law (4) applies. It is a
non-trivial observation that the scaling (4) holds for the time-varying ϵ(t) in
both forced and decaying turbulence.
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The new scalings (4) and (8) are quite robust and valid at high values
of Reλ. These new scalings are incompatible with equilibrium turbulence.
They can therefore be expected to have far-reaching consequences on turbu-
lence theory and modeling which currently rely heavily on (2) and which are
routinely applied to turbulent flows with Reynolds numbers comparable to
those of our study. However, the physics behind these new scalings remain
unknown at this stage, and an important task for the immediate future will
be to develop a new theory of unsteady turbulence which reveals what lies
behind the scalings (4) and (8).
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