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Abstract

In the past two decades we have seen a steady increase in the adoption of various
technologies that fit into what can be described as a digital lifestyle. Sharing data,
experiences and our most intimate thoughts has become second nature to most people
connected to the Internet. And as market trends shift so did the approach that
companies and governments have in regards to each individual’s digital footprint.
The uncharted wild west that used to be the internet of yesteryear has become a
battleground where everyone is fighting over who knows the user better. Findings
such as the Snowden and the Vault7 leaks have deeply shaken the status quo in
privacy. This project revolves around giving the end user back insight and control
over what they involuntarily share with the world.

We present SnowWall: a networking tool designed to provide insights and control
into the networking activity on a Windows-based system. SnowWall interacts with
the operating system, intercepts every inbound and outbound connection, provides
information on the connection’s state, lifetime, owning process, and most importantly,
remote end point, such as geolocation and ownership information. SnowWall is a
powerful tool designed to be user-friendly, which allows anyone to block unwanted
connections with high-level firewall rules, such as blocking by country or by owning
organization name. With an intuitive visual interface, we strive to shake the public
apathy formed around the issue of user tracking. Furthermore, we have analysed the
nature of the data being leaked and we bring some intriguing results.

Running SnowWall on multiple hosts and analysing the data has brought up many
red flags. We have observed a regular user working on Windows 7, 8.1, and 10, and
we have learned that Microsoft collects data on all of these systems, with the amount
of connections which open in general growing exponentially as newer versions of Win-
dows are evaluated. It appears that system processes create TCP connections to both
Microsoft servers and advertisers, with a large amount of network bandwidth being
dedicated to such activities. Furthermore, many popular programs that ship with
Windows appear to send data to Microsoft, in the US as well as Ireland, Hong-Kong,
Singapore, and the Netherlands. We suspect that other governmental institutions are
also involved.
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1 Introduction

1.1 Motivation

Privacy is a growing concern in today’s technological landscape. Since the first disclosure
of government surveillance programs in 2013, a study by the Pew Research Center [1] has
evaluated the public opinion and reaction to the Snowden leaks. The study shows little
attempts of the public to improve their confidentiality, and alarming oblivion and public
apathy to the problem of privacy. While an amount of 87% of American citizens are
expected to be aware of these surveillance programs, and some have labelled themselves
concerned about these findings, 54% of them still have not changed their behaviours. This
is because they believe that it would be difficult to find the required tools to do so.

Figure 1: Survey shows less than half of Americans are “very
or somewhat concerned” about the government surveillance of
their electronic communications and personal data.

Figure 2: The percentage of
users who have changed their
behaviour to improve privacy
is alarmingly small.

Additionally, other recent disturbing findings [2] make it easy to see how fragile is the
confidentiality of our online activity due to vulnerabilities and irresponsible data collection
from our software providers, which have become target to governmental espionage and
malicious hackers aside.

As we are living in a society increasingly dependent on technology, we need to be aware
of the trade-offs implied by the broad availability of free software services. On top of
government surveillance, it appears that corporate surveillance is also an imminent problem,
which is only aggravated by malicious intrusions into their software platforms. Aside to
governmental espionage, data collection for the purpose of improving various services seems
to invade, without permission, the users’ private lives. Previous research has shown that on
smartphones and browsers user settings are bypassed in order to collect data for purposes
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such as browser tracking of user’s internet activity [4], microphone tracking [5] and location
tracking [3] for targeted ads.

Even though many publications have been written about user tracking on mobile platforms,
to the best of our knowledge, less work has been focusing on similar intrusions on desktop
systems, especially recent versions of Windows. The Windows Phone 8 system, which
shares its kernel with Windows 8 Desktop, has been evaluated in previous work [3] to
leak location information to third-party apps, even with location services off. This made
us suspect that Windows 10, similarly designed as a universal platform which can support
both desktop and mobile and maintains some components from it’s predecessor, is also
susceptible to user tracking. Moreover, many users have complained about personalised
or location-specific ads in their Store or calendars, Cortana unexpectedly turning on, and
difficult to find and manage privacy settings. The European Digital Rights organization
(EDRi) sums up Windows 10’s prohibitive 40 pages of terms and conditions as: “Microsoft
basically grants itself very broad rights to collect everything you do, say and write with
and on your devices in order to sell more targeted advertising or to sell your data to third
parties.” [6]

Furthermore, since the release of Windows 10, Microsoft turned the Windows Experience
Program (dubbed Feedback & Diagnostics) from an optional programme into a service
which cannot be fully disabled [7], forcing the users to agree for telemetry to be collected
and sent over to Redmond, Washington. Resolving the tensions between a better experience
and privacy risks poses a great challenge for software platforms. Windows 10 has only
recently introduced more fine-grained privacy settings with it’s Creator’s Update [8]. Not
only is there no guarantee these settings are transparent, but also tasks which may improve
privacy, such as creating a firewall rule or monitoring network connections still remain
obfuscated to the basic user.

And even though many users have been unsatisfied with Windows 10 and have rolled-back
to Windows 7 and 8, rather than allow more flexibility in the data collection, Microsoft
have recently introduced similar tracking and telemetry tools in their updates for these
systems. [9] [10]

Given the current landscape, it is in our most interest to provide tools that aid the non-
expert user into protecting their privacy against both governmental and corporate surveil-
lance. While we are aware data collection is crucial for improving technological services,
issues such as imperfect anonymisation of data and bypassing user’s permissions need ur-
gent tackling.

1.2 Objectives

The goal of this project is to provide the user a simple and powerful tool to monitor the
activity and control their privacy on a Windows operating system, improving on the current
state-of-the-art monitoring and management tools that exist for Windows platforms.
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Using this tool, we strive to identify where is the user’s data being sent, what’s the nature
of this data, who is it shared with, and how transparent are privacy settings on various
Windows systems. We hope this will make users more aware of their privacy as well as
unmask unethical tracking attempts, and that the conclusions of this work will aid future
research in automatically identifying and stopping possibly malicious privacy breaches.

The main objectives of this work can be summarised as following:

• To allow a user to monitor network traffic, bandwidth and process activity in real-time
on a Windows-based PC

• To provide accurate and comprehensive real-time visualisations of the monitored ac-
tivity, including information about the destination of network traffic

• To build a mechanism which can filter this network traffic according to different di-
mensions, such as by destination country, organization, or originating application

• To provide easy access to creating and scheduling firewall rules required for the afore-
mentioned policies

• To provide easy access to obfuscated privacy settings

• To demonstrate the applicability of this tool in a various case studies

1.3 Contributions

The aim of this project is to build a monitoring tool for identifying and blocking unwanted
network connections, as well as surveying the current threats to privacy on a Windows
system. This goal has been achieved by the development of SnowWall, a Microsoft .NET
Windows Forms application, compatible with Windows 7 and above. The main contribu-
tions brought by the development of this tool are outlined below.

Monitoring. Monitoring tools for Windows do exist1, but few are user-friendly, mostly
being directed to security professionals, and even fewer compile a broad range of tools
into the same platform. SnowWall interfaces with the Windows IPHelperAPI to query
the kernel for TCP and UDP network connections, statistics and bandwidth, with the
Win32API to query running processes, and the FirewallAPI to interface directly with the
Windows Firewall. The activity is monitored in real-time and logged to a SQL database,
which may prove useful in a posteriori forensic analyses. To our knowledge, SnowWall is
the first tool to reunite all of these features.

Visualisations. SnowWall uses client-independent IP geolocation and a survey of ISP
data to allow the user to visualise the geolocation information of TCP connections on
the world map, as well as a conceptual map of organizations and applications. Statistics
about bandwidth and connectivity can be accessed through the app, as well as previewed
as performance graphs in real-time.

1https://technet.microsoft.com/en-us/sysinternals
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Firewall Control. Straight from the interactive visualisations, SnowWall allows a bespoke
interface for communicating with the Windows Firewall. The user can create scheduled,
high-level rules, such as to block connections geolocated in a specific part of the world, or
belonging to a specific organization, and SnowWall will automatically translate these into
Windows Firewall rules.

Additionally, SnowWall can be successfully used as a productivity tool, due to the ability
to schedule firewall rules, as well as an out-of-browser ad-blocker and anti-tracking tool,
capable of bypassing ad-blocker checks performed by websites [11].

Applicability. SnowWall has been tested by average as well as advanced users of the
Windows platforms and it has proved itself of great value in security evaluation work
performed on enterprise hosts.

Finally, multiple computers running popular versions of Windows and Windows-based soft-
ware have been investigated for their privacy status, and the application logs have been
analysed to provide insights into the most invasive software and organizations.

1.4 Thesis outline

The rest of this thesis is organized as follows:

Section 2 presents the theoretical knowledge underlying the development of SnowWall,
and a survey of existing products and tools similar with ours. A basic introduction into
Windows networking and firewall is provided in Section 2.1 and Section 2.2, as well as a
quick review of IP geolocation methods in Section 2.3. A survey of existing research work
on privacy issues in Windows-based PCs and the results of evaluating various information
leaks from both PC and mobile Windows systems can be found in Section 2.4. We include
a short description and evaluation of existing tools which offer comparable features with
SnowWall and conclude the improvements it brings with respect to the existing options in
Section 2.5.

Section 3 presents the design and architecture of the program, including insights into
some of our human-centered design research and the main principles which have shaped
the existing design of the product.

Section 4 describes the more challenging details of the development work, starting with
the back-end in Section 4.1 and database 4.2. We then proceed to discuss front end devel-
opment. Finally, we conclude this section with the main implementation issues, challenges
and risks and how they have been overcome.

Section 5 focuses on the evaluation of the product, from user experience and interaction,
compatibility, optimisation and accuracy of geolocation.

Section 6 focuses on displaying and discussing the results of the case studies. We in-
clude analyses of the data gathered from running SnowWall on Windows 7, 8.1, and 10
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systems and the most popular applications which are at risk of compromising the user’s
privacy. Using the traffic monitoring test-bed provided by SnowWall, we have evaluated the
transparency of privacy settings and the hidden activity and traffic of a Windows system.

Section 7 presents conclusions, possible extensions to the current stack, a legal discussion
and future work.
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2 Background

This chapter introduces the theoretical background underlying the development work un-
dertaken in this project, as well as existing research related to user privacy on Windows
platforms, and existing tools and software which provide similar functionality with ours.

We begin by introducing the main concepts of networking theory required by this work,
focusing on Windows and the specific network architectures relevant to this project. We
proceed by discussing the notion of a firewall, define and present the current state-of-
the-art in application firewalls, as well as specific details about Windows Firewall, its
functionality, and relevant implementation details. We then present a survey of techniques
for IP geolocation, concentrating on the most relevant ones for the task at hand, specifically
latency measurement-based geolocation and data-driven methods, which allow inferring
geolocation or IP ownership information from DNS records and ISP data. An analysis
of existing literature on monitoring network activity in Windows and research on privacy
breaches is also provided. Finally, the chapter concludes with a survey of the state-of-the-
art monitoring tools, discussing their advantages and disadvantages and motivating the
need for a new, more comprehensive such tool.

2.1 Networking

This section provides a short introduction into the underlying layers on the internet, defines
the relevant network protocols and introduces concepts discussed in further sections with
respect to firewalls and geolocation.

2.1.1 The OSI Network model

The Open Systems Interconnection (OSI) model [17] is a standardised, conceptual model for
the purpose of describing system interconnection. The model applies to telecommunications
and computer systems. Its design partitions every communication system into layers of
abstraction.

Each of the layers serves only the one above and is facilitated by the services provided only
by the one beneath. Each layer specifies its own protocols for entities at the same layer but
in different hosts to communicate.

Figure 3: Entities in the (N+1)-layer communicate through the N-layer beneath.
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Figure 4: N-entities use the N-protocol to communicate.

The reference model presents 7 layers:

• Application Layer: at the top of the layered model, the application layer is the
closest to the end user. The application layer is usually responsible with identify-
ing available peers to transmit data from the application, and to verify whether the
necessary network resources to fulfill this communication are available. Examples of
protocols functioning at the application layer are File Transfer Protocol (FTP) and
Simple Mail Transfer Protocol (SMTP).

• Presentation Layer: this layer is responsible with formatting the contents of the
communication in an unobfuscated way to the application layer. Encryption is per-
formed at this layer, as well as serialisation of data structures to and from XML,
processing image and video codecs, e.g. JPEG, PNG, MPEG, GIF.

• Session Layer: this layer manages the connections between hosts, allowing the
presentation-layer entities to synchronise and manage their dialogue and their data
exchange. For this purpose, this layer defines procedures for establishing a communica-
tion, exchanging data in a controlled manner, and gracefully terminating or restarting
the connection. This layer is concerned with sockets, such as Unix’s IPC sockets or
Windows’s WinSock.

• Transport Layer: provides the means of transferring data of variable length across
the network from a source to a destination entity in an optimal manner, while main-
taining the quality of this transmission and providing with error correction. The
Transmission Control Protocol (TCP) and User Datagram Protocol (UDP) operate
at this layer.

• Network Layer: provides the means of transferring packets, i.e. data sequences of
variable length in order to deliver the message from the sender to the destination node
by possibly routing it though intermediate nodes in the network. If the message is
too long for the underlying data link layer, the network layer may send the data split
into fragments and reassemble them at destination. The network layer does is not
guaranteed to be reliable or to report delivery errors. The Internet Protocol (IP) and
Internet Control Message Protocol (ICMP) operate at this layer.

• Data Link Layer: provides data transfer from nodes which are directly connected
or linked to each other, defining the protocol to establish and terminate connections
between them. It provides functionality to detect and potentially correct errors in the
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underlying layer. Ethernet and Wi-Fi operate at this layer, and Media Access Control
(MAC) addresses are defined at this layer.

• Physical Layer: the lowest, or first level of the model, it defines the electrical and
physical specification of the connection. This layer generally refers to low-level net-
working equipment such as network adapters, modems, and repeaters. It is never
concerned with protocols.

Following this model, communication between two hosts is done as following:

• the data to be transmitted is composed at the topmost layer, where it is passed to the
layer below.

• at each layer below, the data is processed and concatenated with a header and/or
footer, until it reaches the lowest layer

• at the lowest layer, the data is transmitted to the physical device meant to receive the
communication

• at the receiving end point, the data is propagated up, at leach layer stripped of headers
and footers, until reaching the topmost layer

• at the topmost layer, the data has finally reached its destination, and can be used by
the receiver

2.1.2 The Internet Protocol Suite

The Internet protocol suite (the TCP/IP model) is a conceptual model and standard set
of protocols which define the usage of the Internet [18]. The Internet protocol suite defines
the specification of an Internet communication, from addressing, routing, transmission and
packet fragmentation. Similar, but simpler than the OSI model, the Internet protocol
suite also divides the functionality of an Internet communication system into layers of
abstraction.

The model is hardware agnostic and presents 4 layers, which are more flexible than the
strongly hierarchic layers of the OSI model:

• Application Layer: the topmost layer, closest to the end user. This layer provides
user interfaces for exchanging data over the network connection established between
two hosts by lower-level protocols. Unlike the OSI model, in the TCP/IP suite there
are no layers specifically concernted with presenting the data or managing sessions;
most of these features are seen as support protocols or functions programmed into the
application. Examples of protocols running at the application layer include HTTP,
FTP, SMTP.

• Transport Layer: concerned with propagating transport-layer protocol packets pro-
duced by the application layer to the target host. This layer provides end-to-end
connectivity, running on end hosts only and not on intermediary network nodes e.g.
routers. It is only concerned to message transfer, independent of the underlying layers,
and it only relies on assumptions about them such as the uniqueness of IP addresses.
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Figure 5: The relationship between the layers defined by the OSI model and the layers defined by
TCP/IP, as well as the protocols defined by each layer in the TCP/IP protocol suite (courtesy of
Microsoft TechNet).

This layer provides packet fragmentation, error correction, optimisation, ordered de-
livery when necessary, congestion control, error control and correction, as well as
application addressing via port numbers. End-to-end message transmission provided
by this layer can be either connection-oriented, stateful, e.g. TCP or connection-less,
e.g. UDP. The TCP/IP transport layer is equivalent to the Layer 4 in the OSI model,
with the addition that session management features defined in Layer 5 of the OSI
model such as gracefully closing a connection are supported by protocols at this layer.

• Internet Layer: sends packets called IP datagrams across the network. This layer
is responsible with host addressing and identification and packet routing, both im-
plemented in the Internet Protocol (IP). The Internet layer is unconcerned with the
data being sent or the underlying layer, and it does not distinguish between the types
of protocols carried by IP e.g. ICMP. The layer provides unreliable transmission by
forwarding transport layer packets to the next router until it reaches the destination.
The original address system of the internet, known as IPv4, identifies hosts with 32-
bit IP addresses. The newer IPv6 uses 128-bit addresses for scalability. The Internet
layer is a subset of the 3rd layer in the OSI model, the Network layer.

• Link Layer: the lowest layer, supposed to move packets between the IP interfaces
of two different hosts. This layer corresponds to the OSI layers 1 and 2, as well as
includes some protocols from layer 3, but in its definition it is agnostic to hardware.
This is also the layer where packets may be selected to be sent over a networking
tunnel e.g. Virtual Private Network (VPN), even though such a tunnel might be a
transport or even an application layer protocol. This is one of the reasons why the
TCP/IP stack has flexible layers which are not hierarchically encapsulated.
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2.1.3 Application layer protocols

Application layer protocols are generally associated with particular client-server software
applications, and they run on specific well-known ports.

These protocols can be split in two groups [19], user protocols, which are used by user
applications (e.g. FTP, SMTP, HTTP), and support protocols, which provide services to
systems such as Dynamic Host Configuration Protocol (DHCP) and Domain Name System
(DNS). For the purposes of this project, we are mostly concerned with DNS and WHOIS.

Domain Name System DNS is a decentralized naming system for resources connected
to the Internet. The main purpose of DNS is translating the human-readable internet
addresses (hostnames) to IP addresses. DNS assigns each participating entity a domain
name, as well as other information about that entity, including the IP addresses associated
with domain names, and provides a distributed lookup facility into a database of resource
records (RR).

DNS delegates responsibility of assigning domain
names and mapping those names to Internet re-
sources by designating authoritative name servers for
each domain.
DNS is a connection-less protocol which runs on top
of the UDP transport layer protocol. DNS has query
and reply messages formatted in the same way, linked
by an identifier.

Figure 6: DNS message format

The DNS architecture is hierarchical, with its root at 13 servers known as root servers. [20].
These root servers contain several top-level domain servers : each one is associated with a
top-level domain (e.g. .com, .edu, .uk, .org). For each domain, there is an authoritative
DNS server that holds the map of public hosts within that domain.

A reverse DNS lookup is a query to a DNS name server where the IP address is known rather
than the domain name. This is relevant to IP geolocation algorithms as they can make use
of the hierarchy of domain names of various servers to identify geographical location.

WHOIS WHOIS [21] is a standardised protocol widely used for querying databases that
store the registered users of an Internet resource, such as a domain name or an IP address
block. WHOIS was originally implemented on the Network Control Program (NCP), but
became relevant and widespread with the standard TCP/IP suite.

To query WHOIS, generally it is enough to query the name of the single resource. WHOIS
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clients run on top of TCP, and are lightweight applications which simple establish commu-
nication channels to the WHOIS server, sending over queries and awaiting responses.

A WHOIS database contains text-based data for each resource. These text records include:
resource information, owner or registrant information, and administrative information. De-
pending on the nature of this information and how it is stored, there are two data models
or architectures for the WHOIS protocol:

• A thick WHOIS server stores the complete information for the particular resource in
the same place, thus a query can be resolved by visiting a single server

• A thin WHOIS server stores a reference to the server of the registrar of a specific
domain or resource, which is meant to hold the complete information about said
resource. This is slower than querying a thick server as more than one server needs
to visited. Furthermore, there may be inconsistencies in the data as for example an
outdated registrar reference.

The WHOIS protocol has no means of distinguishing between these two models. Some
top-level domains such as .com operate a thin server, whist others, such as .org, operate
a thick model.

The WHOIS is not a fully accurate protocol since the data is still in control to the registrant,
which is in no way forced to provide accurate information. Furthermore, in some cases
privacy mechanisms may be available to allow a registrant to hide their WHOIS information
from the public.

A standard WHOIS lookup generally queries the public number registry databases RIPE2,
APNIC3, AFRINIC4, LACNIC5 and ARIN6.

2.1.4 Transport Layer Protocols

The transport layer, for the purpose of providing specific transmission channels for different
types of application, introduces the concept of port number.

Each connection is identified by the information about the two end-points, formed of IP
address and port. The most popular applications have well-known port numbers established
by the Internet Assigned Numbers Authority (IANA). While the application layer has access
to the port information, ports are defined at this layer.

Transmission Control Protocol TCP is a connection-oriented protocol and the most
used protocol of the Internet. TCP work with packets called segments. TCP opens up a

2European IP Networks https://www.ripe.net
3Asia-Pacific Network Information Centre https://www.apnic.net
4African Network Information Center https://www.afrinic.net
5Latin America and Caribbean Network Information Centre https://lacnic.net
6American Registry for Internet Numbers https://www.arin.net
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Port number Transport Layer Protocol Application Layer Protocol
20 TCP FTP
21 TCP FTP
22 TCP SSH
23 TCP Telnet
25 TCP SMTP
43 TCP WHOIS
53 TCP, UDP DNS

67-68 UDP DHCP
80 TCP HTTP
110 TCP POP3
161 TCP SNMP
443 TCP SSL/TLS

16,384-32,767 UDP RTP-based voice and video protocols

Table 1: Some most popular well-known ports.

connection between two end points, by binding their IP address and port to sockets. A
TCP connection allows messages to be sent until it is closed. TCP is a full-duplex service,
thus allowing both end-points to send and receive messages at the same time.

A TCP segment functions like
an envelope for TCP data, such
that TCP packets can be sent
using the IP protocol. The
sequence number and acknowl-
edgement number are used by
flow control to identify miss-
ing packets and provide ordered
transmission. The checksum
field is used to verify the in-
tegrity of delivered packets.

TCP provides reliable data transfer by implementing a guaranteed delivery mechanism
using flow control techniques. Flow control determines whether data needs to be resent,
and if it does then it stops communication until lost packets are transmitted again, until a
packet identical with the original is received at the remote end point. Some of the properties
of the TCP protocol are:

• order : data segments arrive in the same order as they were sent

• correctness : data has minimal error, made possible by checksum mechanisms; flow
control deals with lost or discarded packets and duplicate data

• traffic congestion control
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Figure 7: TCP works by sending messages which request acknowledgement of packets being sent.
For example, to establish a connection, the connection request SYN message is sent, and the
connection is established when the receiver confirms with a connection establishment acknowl-
edgement SYN ACK which is in turn confirmed by the sender with an acknowledgement ACK. This
is known as a three-way handshake. A similar flow is used for closing a connection, but with a
four-way handshake, implemented with termination request FIN messages and ACK messages.

Since TCP is a connection-oriented protocol, depending on the current step in communi-
cation a connection can be in multiple states.

User Datagram Protocol UDP is a connectionless protocol, less reliable than TCP,
but which prioritises efficiency. UDP is commonly used for streaming media, when speed
is more important than reliability, or for simple request/response services which do not
require the overhead of establishing and closing a connection. UDP works with packets
called datagrams.

UDP is a best-effort protocol like IP, and uses a weak
checksum algorithm to address reliability. The lack of
flow control or error correction allows this protocol to
focus on timely delivery of data. The UDP datagram
has a much simpler header than TCP: it includes no
flags, only a checksum used to verify if packets have
been transmitted.

Figure 8: The UDP datagram

2.1.5 Internet Layer Protocols

Internet Protocol IP is the main protocol operating at the Internet Layer. Like UDP, IP
is concerned with sending datagrams over the network, and does not guarantee reliability.
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LISTEN waiting for a connection request from any remote endpoint
SYN-SENT the first step of the three-way handshake has been performed, a

connection request was made; waiting for a matching connection
request from the receiver

SYN-RECEIVED the second step was performed; waiting for an acknowledgement
from the receiver after having both received and sent back the
matching connection request

ESTABLISHED the three steps of the handshake have been completed: an open
connection allows full-duplex data transfer from both sides

FIN-WAIT-1 the first step of the four-way handshake has been performed, i.e. a
termination request has been sent; waiting for a maching termina-
tion request

CLOSE-WAIT a connection termination request has been received and an ac-
knowledgement sent - an incomplete handshake called a passive
close has been performed

FIN-WAIT-2 the second step of the four-way handshake has been performed,
the acknowledgement has been received; waiting for a matching
termination request

CLOSING the matching termination request has been sent; waiting to receive
acknowledgement

LAST-ACK the passive close has been completed and a connection termination
request is sent to perform an active close

TIME-WAIT after sending the last acknowledgement, wait for twice the max-
mum segment lifetime to make sure the end-point received the ac-
knowledgement before closing

CLOSED there is no connection on the given port

Table 2: The states of a TCP connection.

The IP datagram wraps messages into
headers required by the protocol. It con-
tains the IP version, protocol informa-
tion (e.g. ICMP), checksum for verify-
ing integrity, the source and destination
IP addresses and fragmentation informa-
tion. The latter allows the network de-
vice to split a large data packet into mul-
tiple fragments if it exceeds the maximum
transmission unit (MTU). Figure 9: The IP datagram

Internet Control Message Protocol ICMP is a support protocol carried by IP, used
to send diagnostic information. ICMP messages are contained inside standard IP packets.
It is supported by all network devices and it is used to send error messages or communicate
information such as unavailability or unreachability of hosts or routers. ICMP is not used
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to exchange data between systems and generally is used by very few user-facing applications
outside of diagnostics tools.

ICMP can be used for monitoring the time-to-live (TTL) of IP packets. Every node for-
warding an IP datagram decrements the TTL field in the IP header, until the TTL reaches
the end of its lifespan and the packet is discarded. In this case, ICMP is responsible with
sending a notification to the originating host that the packet has exceeded its TTL.

ping is a software utility used to test the reachability of a host on the Internet. ping

operates by measuring the round-trip time (RTT) for a ICMP Echo Request sent from the
source host to a target and echoed back to the source.

traceroute is a network tool which displays the route (path) and transit delays of packets
across a network, recorded as the round-trip times of the packets received from each succes-
sive host in the route. Each time a packet is forwarded to the next network resource, a hop
occurs. Unlike ping, which only shows the total time spent to establish the connection, the
traceroute command shows the delays at each hop. traceroute can be implemented by
transmitting IP packets with specific values in the TTL header fields, then verifying if any
“Time to live exceeded in transit” and “Destination unreachable” messages are generated
as a response.

On Windows-based systems, traceroute and ping are both implemented to send ICMP
Echo Probes.
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2.2 Firewall

Before 1988 and the Morris Worm, the young Internet knew no concept of firewall. The
worm started as the project of Robert Tappan Morris Jr., a student at Cornell University
and the son of the head of the National Security Agency. The project was meant to
exploit vulnerabilities found by Morris throughout his research as a proof of concept of
the fragility of the Internet [24]. The worm expanded uncontrollably because of a design
mistake which allowed it to install multiple times on a victim machine, eventually leading
to a fork bomb [26]. He was the first person to be convicted for felony for computer abuse.
Known as the “Internet Virus”, this was the first mainstream attack on internet security,
and was the attack that inspired the idea to protect a system with a means to filter passing
traffic.

This section begins with defining the firewall, and provides a short survey over types of
firewalls and how the firewall developed into the software product it is today. We continue
by reviewing various firewall architectures and finalise by introducing the Windows Firewall
and motivating why interfacing with the Windows Firewall is good enough for the purposes
of this project.

2.2.1 Definition

A firewall has been defined in the literature [23] as a system that satisfies the following
criteria:

• it is situated at the boundary between two networks

• all traffic between the two networks must pass through the firewall

• it must be able to filter the traffic between the two networks by enforcing policies,
i.e. sets of rules which either allow some traffic to pass, assuming the other traffic is
blocked

There are three main types of firewalls, as defined by the National Institute of Standards
and Technology [25]: packet filters, stateful firewalls, and proxy-based firewalls.
The development of the three types of firewalls has been an incremental roadmap through
security vulnerabilities and network architectures. The following section details their his-
tory and features.

2.2.2 History

First-generation firewalls. The first firewalls were packet filters [27], network-level or
physical-level devices which filter network traffic packet by packet based only on information
contained inside each network frame. Generally they were implemented using a screening
router. Packet filtering (or screening) most frequently uses information of the packet’s
transport layer protocol and related flags, source and destination address, whether it is
inbound or outbound, and, for TCP and UDP traffic, the port number. Therefore, they
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could also interact with the transport layer to query port numbers. Work using packet-
filtering technology became the first commercially available firewall. [28]

The main disadvantage of packet filters was that they were stateless, thus unable to mon-
itor the subtleties of a TCP connection state or the pseudo-state occuring in some cases
with UDP connections. Therefore a malicious remote host could send in spoofed packets,
which would appear to be part of an already-established TCP connection (i.e. with the
TCP ACK flag set). This would give an attacker the possibility to map the local network as
if the firewall did not even exist. [29]

Another issue with stateless firewalls was caused by the FTP protocol. FTP needs to open
a channel of communication from the client to the server in order to function correctly.
This is generally initiated from the server’s TCP port 20 to a random, generally high,
client port. But there is no guarantee that all traffic originating on port 20 of the server is
non-malicious, thus packet filters are not safe to assume that all traffic originating in TCP
port 20 is a FTP transfer.

Second-generation firewalls. In order to mitigate these disadvantage, stateful firewalls
or dynamic packet filters have been introduced [30]. Stateful firewalls work at both the
network layer and transport layer: the filter monitors for the sequence of TCP packets
with the SYN flag set and stores them in dynamic state tables until the FIN packet is sent
and acknowledged. This allows firewall rules and policies to also use the connection state as
a filtering criteria, referred to as shallow packet inspection, since it inspects the IP header
of the packet, as well as the transport-layer header, but doesn’t go deeper into the packet
payload. The filter acts on the accumulated data, rather than on discrete packets, thus is
capable of intercepting spoofed packets and block them.

Third-generation firewalls. The current standard in firewall technology are application
firewalls, also known as reverse-proxy or proxy-based firewalls. They are implemented at
the application layer, allowing them to use information from the application and protocol
in their filtering, and control applications and services. For example, an application firewall
can distinguish between FTP and HTTP traffic. These firewalls can detect if an undesired
service or application is attempting to bypass into the network, allowing much finer-grained
access control, such as knowing when a protocol is being exploited or a malicious service
tries to run from a safe host and port. Application firewalls support network and port-
address translation and can be used together with virtual private networks [31].

Next-generation firewalls, considered the state-of-the-art, perform a deep packet inspec-
tion (DPI) of the application stack, which is capable of examining the entire application
stack (from the data link layer up to the application layer) to detect malicious uses of any of
the communication protocols [33]. DPI looks for malicious signatures in the entire packet,
and can identify viruses, spam, worms, or protocol non-compliance. DPI is effective against
denial-of-service and buffer overflow attacks, as well as the few worms which fit within a
single packet. One of the common ways of implementing DPI is through port mirroring.
Port mirroring is a feature implemented in a network switch allowing it to send a copy of
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all network packets to another network-monitoring connection running on another port,
which then allows for the packet’s contents to be analysed and filtered based on complex
rules.

Next-generation firewalls combine the features of a traditional third-gen firewall with an
Intrusion Detection System (IDS) and an Intrusion Prevention System (IPS). Techniques
other than DPI may be used, such as inspecting encrypted SSL/TLS traffic, working at
web-application layer to filter websites, inspecting packets using an antivirus-style filter,
and integrating identity management features such as Microsoft’s Active Directory services
or the open Lightweight Directory Access Protocol (LDAP).

2.2.3 Architecture

Firewalls can be implemented as both hardware and software devices. Firewalls can either
be network firewalls, implemented as a set of network devices and configurations of hosts
which encapsulate an internal network, or be host-based, like the firewall distributed with
most operating systems. Generally, the first ones are preferred in cloud setups and for
enterprise purposes, whilst the latter cater more to the single users.
We briefly introduce network architectures, but in this work we mostly focus on host-based
firewalls, since they form the extreme majority of firewalls used by non-professional con-
sumers.

Network firewall architectures. Network firewalls serve the protection of a local trusted
network from an external network. Depending on the topology of the two networks, there
are three main architectures for network firewalls, which can be previewed in Figure 10.

(a) Dual-homed host architecture: revolves around a dual-homed host, which has two
network interfaces allowing it to connect to both the local and outside network; this
host blocks all IP traffic between the two networks, acting as a proxy between the two
and filtering undesired traffic based on the firewall policies

(b) Screened host architecture: provides services from a host, called bastion host (, that is
only attached to the internal network, and is separated from the exterior by a screening
router. In this architecture, the router provides the security by packet-filtering.

(c) Screened subnet architecture: offers another layer of security to the screened host
architecture by adding another network in between the local network from the Internet.
This network, known as a perimeter network, is separated by two screening routers.
This configuration minimises the risk over a malicious attack over the bastion host,
and only allows access inside the perimeter network in case the bastion host has been
compromised.

Host-based firewall architecture. The motivation for host-based firewalls is that net-
work firewalls protect an internal network, but not the individual hosts inside this network.
Therefore, if a worm or malware manages to pass the network-based firewall, the individual
hosts cannot protect themselves against this threat. Host-based firewalls protect individ-
ual hosts from unauthorised access including from traffic generated inside the trusted local
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Figure 10: A visual comparison of network firewall architectures, courtesy of [34]. (a) Dual-
homed host: the two networks interface via a dual-homed proxy. (b) Screened host: the local
network connects to the bastion host, which is separated from the outside by a screening router.
(c) Screened subnet: the local network is separated from the outside by a perimeter network.

network. Most host-based firewalls are two-way i.e. support filtering both inbound and
outbound traffic.

Figure 11: The architecture of a host-based firewall (courtesy of Microsoft TechNet)

Linux systems provide a kernel package for configuring a host-based firewall. The Windows
Firewall is provided by default with Windows since Windows XP Service Pack 2.
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2.2.4 The Windows Firewall

History. The first firewall solution provided by Microsoft, Internet Connection Firewall,
was first shipped with Windows XP Service Pack 1 in 2001 and was, by default, turned off,
because of compatibility issues with websites. As a result, it was rarely used.

The Blaster Worm attack in 2003 compromised
at least 100,000 Windows machines[35]. An-
other attack of similar proportions by the Sasser
worm followed in 2004[36]. By late 2004, an
unpatched Windows machine would become in-
fected, on average, in 40 minutes after it has
connected to the internet. [37].
Microsoft delivered the significantly improved
Windows Firewall, which was by default turned
on, with Windows XP Service Pack 2 in August
2004.

Figure 12: Hex dump of the Blaster
worm.

In later versions of Windows, both client and server, the Firewall is turned on by default,
with unrequested inbound network traffic blocked, and all outbound traffic allowed. The
Firewall supports rules which allow specific inbound connections (preventing intrusions), as
well as rules which can control outbound network traffic by blocking unwanted packets from
being sent to the network (preventing leaks). Alternatively, the entire outbound traffic can
be blocked, and rules can be added to permit only specific outbound connections.
Windows Firewall with Advanced Security also supports allowing or blocking network pack-
ets based on whether they use IPsec authentication or encryption.

Architecture. The Windows Firewall relies on a set of networking components and ser-
vices. Whilst the actual policies operate at user level, the traffic filtering itself is performed
at kernel level by the network address translation driver. This architecture has proven
efficient throughout the years. To our knowledge, a similar architecture runs on Windows
systems until Windows 8 inclusively, with some additional security features for enterprise
and deeper packet inspection introduced in Windows 10.
Windows Firewall provides stateful filtering of TCP traffic, pseudo-stateful filtering of UDP
traffic, and stateless filtering of ICMP traffic (thus only permitting to block or allow all
echo requests). Due to the low-level implementation, the Firewall is tied directly to the
TCP/IP architecture of Windows, and performs simple and effective filtering. Windows
Firewall does not use Application Layer information unless it is FTP (see Section 2.2.2).
Windows Firewall uses the Application Layer Gateway Service to provide dynamic port
mapping for the FTP data channel in order to perform stateful filtering of FTP traffic and
avoid the problem of dropping legitimate packets.
The main components, drivers and services that implement the Windows Firewall are can
be seen in Figure 14 and are presented below.

• The Windows Firewall/Internet Connection Sharing service runs inside Svchost.exe.
The service processes the Firewall exceptions and relays with the NAT driver, which
inspects the traffic.
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Figure 13: The architecture the Windows firewall (courtesy of Microsoft TechNet). The SharedAc-
cess service running in the Service Host powers the logic of the Firewall, and can be configured by
the user via various administrative tools. To enforce its security policy, the Firewall service inter-
faces with the NAT driver to filter traffic coming through the TCP driver. Allowed connections
are forwarded via the sockets driver to the required ports.

• Ipnat.sys: The Network Address Translation driver provides the NAT Map-
ping Table which stores the connection state information, including the protocol and
source and destination endpoints, with their IP addresses and ports. Even though the
Firewall uses the NAT driver, it does not offer network translation features. The NAT
driver performs the packet filtering, by inspecting each connection and filtering out the
ones which are not included in the exceptions list. Allowed packets are forwarded by
the NAT driver to the TCP/IP driver, blocked packets are dropped without notifying
the sender (silent discard).

• Tcpip.sys: The IPv4-based TCP/IP driver controls the flow of TCP traffic be-
tween the network adapter and a running application. It defines the TCP/IP protocol
allowing a host to lease an IPv4 address from the DHCP server providing internet to
the host.

• Tcpipv6.sys: The IPv6-based TCP/IP driver performs the same tasks as the
TCP/IP v4 version, but for IPv6 addresses.

• Winsock.dll: The Windows Sockets Driver assigns and binds ports to each run-
ning program or service who need to listen for incoming traffic.

Security. The Windows Firewall implementation provides a strong bastion for protecting
a Windows machine. Consider the recently highly-mediated WannaCry ransomware attack
of May 2017. Whilst it indeed exploits vulnerabilities in the Windows system, it has been
overlooked that the attacked can be blocked with the Windows Firewall, by simply blocking
the port 445 [38]. It is thus of high importance for users to be aware of their Firewall policies
and block all open ports which are not frequently used by popular applications.
Only very recently, a strong and sophisticated attack that seems to bypass the Windows
Firewall has been detected by Microsoft [39]. This attack exploits the Intel Network
controllers, specifically the Intel Active Management Technology (AMT) Serial-over-LAN
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(SOL) channel for communication. This channel is independent to the operating system
and thus invisible to the firewall or any network monitors on the host. By attacking this
channel, the adversaries were able to perform hot-pactching of various system processes.
The entry-point of most of these attacks has been spear-phishing. This is a warning of the
limitations of software-based firewall technology and a red flag to the human component
of every security system.

Interfaces. There are two interfaces related to Windows Firewall: the firewall-hook inter-
face and the Windows Firewall application programming interfaces (APIs). The following
figure shows these interfaces and how they relate to Windows Firewall components.

Figure 14: The interfaces related to the Windows firewall (courtesy of Microsoft TechNet).

The interface relevant to this work is the public Windows Firewall API, implemented in
Hnetcfg.dll. The Windows Firewall API allows direct control to the Firewall Service
in svchost.exe given administrative permissions. The API allows to enable/disable the
Firewall, adding and removing programs, services, ports, and IP hosts to the exceptions
list, and configuring logging and ICMP messaging from remote applications.
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2.3 IP Geolocation

The word geolocation denotes the latitude and longitude coordinates of a particular loca-
tion [43]. As the client-independent geolocation of an IP host is crucial for the investigation
undertaken in this project, a thorough survey of IP geolocation frameworks has been per-
formed.

Finding the location of an IP host only based on the IP address poses many challenges,
since there is no direct mapping between IP address and geographical location. Many of the
existing geolocation services rely on commercial databases (e.g. Maxmind7, IP2Location8).
Not only are the methods they use unknown, but in many practical situations these datasets
are too inaccurate to provide reliable geolocation services. For example a farm in Kansas
whose geographic position has been accidentally set as the default site of 600 million IP
addresses in the Maxmind IP Geolocation database.[42].

There are several techniques for performing geolocation of an Internet host. Various meth-
ods rely on associating a geographic location with the IP address, MAC address, RFID,
Wi-Fi positioning system, device fingerprint, GPS. Client-dependent geolocation methods
such as GPS-based, Wi-Fi-based and cell tower-based (e.g. Google Maps9, Skyhook10, W3C
Geolocation API11) are usually related to mobile devices, require the user’s permission to
share their location and generally can have high privacy implications. These types of ge-
olocation have a high overhead when deploying their back-end infrastructure, for example
by surveying every street to scan for Wi-Fi access points and cell towers.

For the purpose of this project, because we are looking to geolocate the remote end points
of TCP connections formed by the user’s machine, we require lightweight methods for
client-independent IP geolocation of hosts which are bound to the Internet via a wired
network.

The ongoing research field of IP geolocation has produced multiple frameworks of variate
efficiency and accuracy. The rest of this subsection will introduce some definitions and a
classification of geolocation methods, the proceed to present some of the most important
research work on geolocation, discuss the techniques presented in such work, and relate
them to the work in this thesis. Figure 15 gives a timeline and graphical overview of how
the most popular methods have developed and relate to each other.

2.3.1 Definitions

The research community generally classifies geolocation algorithms into data-driven, measurement-
based, and more recently, statistical.

7https://dev.maxmind.com/geoip/geoip2/geolite2
8http://www.ip2location.com/
9https://maps.google.com

10https://skyhookwireless.com
11https://dev.w3.org/geo/api/spec-source.html
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Figure 15: A historical survey of popular geolocation frameworks and methods they employ.

Data-driven geolocation uses protocols such as DNS and WHOIS or online available
information such as public databases to infer information about the location of a target
host. For example, a domain name may contain naming conventions which indicate the
country or city a host belongs to. Similarly, the registrant information in WHOIS records
might offer location information.

Measurement-based geolocation uses IMCP probes to identify the latency between
nodes in the network. Depending on whether intermediary nodes are targeted, there are
two types of such methods:

• delay-based, when they use only ping measurements to establish latency and ap-
proximate distance between two hosts

• topological, when they make use of traceroute to measure latency and estimate
distances between intermediary nodes in the network, or for trying to estimate the way
nodes are linked in the network and deduce geolocation information from information
found at the nearest known host
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Throughout the rest of this thesis, the following concepts are used with respect to measurement-
based geolocation:

• The term target usually refers to the host of unknown location that needs to be
geolocated.

• The term landmark signifies an Internet host with precisely known geolocation in-
formation. A landmark can either send probes (referred to as an active landmark [44],
probing landmark, ping server, or a monitor [56]), or can be passive, only receiving
probes rather than sending them.

Statistical geolocation uses methods of estimation or machine learning to approximate
the location of a target, given datasets of geolocation for known hosts.

2.3.2 Data-Driven IP Geolocation

NetGeo [48] mines the location information recorded in the WHOIS database to infer the
geographic location of a host. Whilst it may provide successful results, there is no guar-
antee that the information in the WHOIS database is not stale or inaccurate. Secondly,
multiple machines under the same domain name but dispersed in different locations could
be all registered as a single entity located at the same address. For example, a WHOIS
query would locate all of Google or Facebook’s servers from around the world at their
headquarters in California.

GeoTrack [44] uses reverse DNS lookups to obtain the names of routers and hosts,
and parses the name to infer its location, using the fact it is a popular administrative
decision to assign geographical names to router interfaces. This allows inferring loca-
tion with different levels of granularity. GeoTrack would geolocate the router named
corerouter1.SanFrancisco.cw.net at the city level, www.state.ca.us at state level,
www.un.cm at the country level. The parsing is done using a database of location codes
and naming conventions used by ISPs when naming routers in various cities in Europe and
the US. In order to then geolocate an unknown target, GeoTrack uses traceroute to get
the names and by extension the locations of the routers accessed in the path towards the
target, usually choosing the location of the last accessed router as that of the target. This
makes GeoTrack both a data-driven and a measurement-based geolocation method.

While this heuristic performs reasonably in practice, there are cases in which it falls short:
when multiple domain names are administered by the same administrative domain, the
domain boundaries cannot be determined with complete accuracy. Moreover, not all host-
names adhere to this naming convention [45], and furthermore some hostnames are mis-
named (e.g. by suggesting a location they are not found at). In [46], by examining data
from a large ISP, the authors demonstrate that a while there are not many such errors in
practice, these mis-namings induce a large numbers of false links, causing path inflation
and routing problems, and making the process of geolocation inaccurate.
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A proposal has been made in [47] to include a new Resource Record (RR) in DNS records
which would always contain accurate location information. This approach faces deployment
issues as it requires changing the DNS record structure and furthermore large amounts of
data entry by administrators.

GeoCluster [44] uses various data sources containing network routing information and
location information to build a location map for a large subset of the IP address space.

GeoCluster proposes breaking down the IP address space into clusters such that all hosts
with IP addresses within a cluster are likely to be geolocated to places which also form a
geographic cluster. Then, knowledge about the location of a few hosts in a cluster allows
inferring the location on the entire cluster. This framework only makes use of available
geolocation data on the web and knowledge of Internet infrastructure to construct a location
map for all IP addresses.

For example, suppose that 128.127.126.0/24312 forms a geographic cluster, and that the
prior geolocation data specifies that ten different IP addresses in this cluster are located in
Seattle and one is located in Boston. GeoCluster will deduce that the Boston data point
is erroneous and that all the IP addresses in the cluster are likely to correspond to hosts
located around Seattle.

The clustering algorithm employed by GeoCluster relies on the fact that address allocation
and routing in the Internet are hierarchical: routing information is aggregated across hosts
which are aggregated under administrative domains (also known as autonomous systems).
For example, the routes for hosts on a university campus would typically appear as a single
aggregate, say as the address prefix 128.127.0.0/16, rather the individual IP addresses.
Based on the work in [49], the clustering algorithm uses knowledge of the address prefixes
used by the routing protocol to identify topological clusters. The mapping to geographical
clusters then appears from combining the knowledge on topological clusters with prior
geolocation knowledge.

A similar idea of clustering based on Internet topology is also used with good results by
Structon [50], which relies on clustering DNS names.

GeoCluster suffers from many sources of data inconsistency, which make it incapable of
achieving fine-grained or reliable geolocation. First, the system relies on the correctness
of user-provided data which is difficult to verify. Moreover, geographic accuracy is lost
when information mapping an IP to a ZIP code is reduced to a mapping to geographical
coordinates by taking the ZIP-center of an area (calculated by various averaging measures)
rather than considering the entire area itself. The drawbacks of this kind of approach are
discussed at large in [51], where Constraint-Based Geolocation is introduced to allow IP
addresses to be geolocated to areas rather than specific points.

Street-Level [58] compensates for the disadvantages occurring when data is collected from
the users or from websites directly by using data from location mapping services. These ser-
vices, most of the proprietary, are usually the result of large content distribution networks

12The notation a.b.c.d/n denotes an address slice with a prefix (or subnet mask) of n bits
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collaborating with multiple ISPs, which in some cases requires an extensive tabulation of
IP address ranges and corresponding location. The authors have mined publicly available
mapping services for addresses of locally hosted websites (and have developed means of
filtering out uninformative cases such as shared hosting or CDN servers), thus having cre-
ated a dataset of domain name, IP address, and postal address mappings, which they are
further used as landmarks in their delay measurement-based methods.

2.3.3 Delay-based IP Geolocation

The goal of delay measurement-driven geolocation is to estimate the location of the target
host from an end-to-end delay measurement from landmarks to targets, by exploiting the
relationship between network delay and geographic distance. Most such methods rely
on a ping server with known geolocation to send probes to the target, and then various
techniques are used to process the packet delay to infer geographical location.

Shortest Ping [44] is the simplest method to perform delay-based geolocation. Each
target is mapped to the landmark that is ’nearest’ with respect to the measured RTT from
the probing landmark to the target and back.

GeoPing [44], rather than focusing on the shortest delay from the ping server to the target,
probes a target from all ping servers in order to build a delay vector. Furthermore, it makes
use not only of the active landmarks (i.e. ping servers with known geolocation), but also
of a database of passive landmarks (hosts with known location but from which it is not
possible to send probes). Specifically, these passive landmarks are probed from all ping
servers to construct their delay vectors, and then stored with their location as well as their
delay vectors in a delay map. The delay map constitutes a conceptual training dataset and
is constructed prior to geolocation.

For example, consider a set of N active landmarks (ping servers) and a host, either a target
or a passive landmark. The passive landmark will have a corresponding delay vector

DV = (d1, d2, ..., dN) (1)

which contains the smallest measured round-trip-time (RTT) to the host from each ping
server to the target and back. This delay vector acts as a descriptor of each landmark. The
GeoPing heuristic then searches for the ’nearest’ landmark in the delay map and selects its
location as the location of the target. The measure of distance introduced in the paper is
the Nearest Neighbour in Delay Space (NNDS), defined as the minimal Euclidean distance
between delay vectors. Thus, for two delay vectors DV and DV ′, the distance between
them is defined as √

(d1 − d′1)2 + ...+ (dN − d′N)2 (2)
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The robustness of NNDS is given by an in-
creasing number of active landmarks and the
accuracy of the results depends on abundance
of passive landmarks. Figure 33 shows the er-
ror versus the number of probes based on the
authors’ experiments. Another contribution
to the robustness of the method is the fact
that delay is measured multiple times and
only the minimal delay is used in the delay
vector. Figure 16: Geolocation error vs number of

active landmarks.

The advantages in using passive landmarks consist in allowing the technique to perform
better as the dataset without having to increase the density of probing landmarks, which
is not always possible in practice. But this method’s accuracy is strongly dependent on the
proximity of landmarks around the target.

Further work on delay measurements considers a factor of conversion between delay and
geographical distance. Research on Internet performance [54] has shown that packets travel
through fiber optic cables at m = 2/3 speed of light in vacuum. However, this is more like a
loose upper bound, as in practice we need to account for queuing delay, transmission delay,
packet delay, and other non-propagation delay which may occur. Experiments in [51]
suggest the correlation between geographic distance and network delay (see Figure 17).
The paper also refutes the concept of a baseline when the measurements are only subject
to the propagation delay of the medium, and proposes a statistical, data-driven method
instead to determine a bestline which approximates the converting factor between delay
and distance. This solution is then employed to implement Constraint-Based Geolocation.

It is obvious that such techniques can have inaccuracies, which are directly influenced by
various factors, hardware-based or topological. A more accurate estimate of m = 4/9 as
the converting factor between delay and geographical distance has been proposed in [53],
yet the authors stress that pure delay-methods are generally prone to inaccuracy. Note
that the measure for geographical distance used in most frameworks is the great-circle dis-
tance [55], the shortest distance between two points on the surface of the earth taking into
account the Earth’s curvature, which can itself introduce measurement errors.

Constraint-based Geolocation (CBG). Geolocation methods previous to CBG [51]
use active landmarks to provide the location estimation of the target host, but in the form
of a discrete set of answers. In contrast, CBG uses multilateration to establish, based on
the distance constraints induced by the landmark estimates, a continuous space or a region
where the target must be located.

Multilateration is the process of estimating the physical position of a given point using a
sufficient number of distance measurements to some fixed points whose positions are known.
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Figure 17: A scatter plot of geographic dis-
tance and network delay from the original
CBG work. The solid line represents the
baseline (estimated best-case) and the dot-
ted one the bestline (the results inferred
from data by the paper).

Figure 18: An example of multilateration from
the original CBG work. For each ping server, we
draw a circle centered at its location with the
radius estimated by the delay measurement, and
we take their intersection as the area where the
target must be located.

For example, the Global Positioning System (GPS) uses multilateration to satellites to
estimate the position of a GPS receiver [52]. In particular, CBG uses multilateration to
build an intersection that covers the target as follows: for each ping server, we draw a
ring centered at its location with the radius estimated by the delay measurement. The
intersection of these circles will always find a region that covers the target IP. Figure 18
shows an example of this method.

To estimate the distance from a ping server with known location to the target, CBG first
sends probes to the target from the ping servers, measuring delay from all the ping servers
to the target. This delay is then converted into a geographical distance using their bestline
delay-to-distance approximation.

Currently, CBG is the state-of-the-art in geolocation based only on delay measurements.
The main disadvantage of pure delay-based algorithms is the error induced by the distance
to the nearest vantage point or landmark. The work in [53] shows that generally such
methods provide worst-case errors of over 1000km when the target is away from any land-
marks, and while CBG bestline constraints attempt to compensate for path inflation or
circular paths in Internet topology, a single conversion factor for the entire network is not
enough to capture the intricacies of network topology and routing policies.

2.3.4 Topological geolocation

As far as topology is concerned, nodes in the internet layer plane are autonomous systems,
and links between nodes can suggest relationships between the Internet Service Providers

36



(ISPs) or other organizations in charge. The topology of the Internet layer can be used to
infer information about geolocation when making traceroute measurements. A possible
way of gathering this information is from IP mapping tables belonging to Internet Service
Providers (ISPs).

Classical approaches on traceroute, such as GeoTrack [44], Structon [50] and Street-
Level [58] make use of traceroute to identify the routers on the path from the active
landmark to the target, and then select the location of the last router in the path as the
location of the target.

Octant. Similar methods have been employed in Octant [57]. Building on top of CBG,
Octant uses geographic information from the DNS name of routers along the path to the
target, as well as geographic constraints, for example, it considers feasible and unfeasible
regions where a router could be located by making use of population density and geograph-
ical data. Octant proposes a framework which can be trained with this additional data in
order to perform more accurately at geolocation.

2.3.5 Statistical geolocation

Another way of improving delay based measurements is to make use of statistical embed-
ding and modelling to compensate for the likely errors inherent to sending probes over the
Internet. Recent work in IP geolocation [61], [62], [60] has been focusing on maximising
the likelihood probability that an IP address can be geolocated at a specific position, after
having learned probability distributions from training sets of geolocated hosts. All three
frameworks assume conditional independence between measurements and perform maxi-
mum likelihood estimation to calculate the geographic location.

Learning-based Geolocation [60] is a framework which proposes that IP geolocation be
expressed as a machine learning classification problem. Using only ping-based measure-
ments from a set of known monitors to the target, the location of that target is classified
based on these measurements such that it lies in the most probable geographic region.
Unlike other frameworks, which have been tested on small data sets, Learning-Based has
been tested for many data points and shows very promising results.

The paper introduces a Naive Bayes estimation method that assigns a given IP address to
a geographic region out of multiple partitions, based on a set of measurements associated
to that target. The parameters taken into account when classifying the IP address to a
location consist of latency and hop counts from multiple active landmarks to the target,
as well as population density data. The classifier has been designed with the geography of
the US in mind, and the geographic regions it classifies to are all the counties in the Unites
States.

Consider a measurement M = {m1,m2, ...mN} which represents both latency and hop
count values to the target from the set of monitors, and a set of counties C such that the
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target with measurementM is located in some county c ∈ C. Then, to estimate the county
c∗ in which the target is located, one should maximize the probability of the target being
located in county c given measurement M. Then, using Bayes theorem:

c∗ = argmax
c∈C

P (c|M) = argmax
c∈C

P (M|c)P (c)

P (M)
= argmax

c∈C
P (M|c)P (c) (3)

where the evidence is discarded due to being constant across counties.
The authors express P (c) as a measure of population density

P (ci) =
pop(ci)∑

cj∈C pop(cj)
(4)

and decompose the measurement M as a product of independent measurements

P (M|c) = P ({m1, ...mN}|c) =
∏

mi∈M

P (mi|c) (5)

To estimate the one-dimensional densities P (mi|c) the framework uses distance vectors
d = {d1, ...dm} such that di is the distance between the monitor i and county c, to learn
the probability of observing measurement mi given that the target is located di away from
monitor i.

Furthermore, weights are integrated into this estimation methods as the authors argue that
a latency-based measurement is likely to be more accurate and of more use than hop-counts
or population data. Thus the parameters λhop, λpop, γhop and γpop are used as regularizers
for the two quantities, and the training phase is dedicated to estimating these parameters.
Figure 19 visually describes the steps taken by the Learning-Based algorithm.

The authors propose this model as a proof of concept rather than a definitive solution,
so it is worth noting that machine learning approaches are the newest point of view on
geolocation. While as they settle for a coarse-grained (county-level) geolocation in this
paper, the framework is feasible to be extended to finer-grained areas, such as post-codes
or blocks. Further work [56], [61] proposes different models which are discussed below.

Posit [56] is a state-of-the-art geolocation framework which proposes an adaptive behaviour
in order to geolocate machines which refuse probes. The Posit framework is divided into
two components:

1. Hop-based geolocation, inspired from the methods in GeoPing, which uses network
topology structure and hop count vectors to a set of passive landmarks to infer geolo-
cation. Note that hop-based Posit is effective in geolocating adversarial targets which
generally refuse probes

2. Latency-based geolocation, which uses delay measurements from the monitors to both
targets and landmarks in a CBG fashion, and performs maximum likelihood estimation
to convert the delay into a distance measure
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Figure 19: Learning-based Naive Bayes Geolocation Algorithm

Hop-based Posit is remarkable in its design due to its advantages against adversarial targets.
The framework constructs hop-count vectors for each target i = {1, 2, ...N} and for each
landmark j = {1, 2, ...T} by measuring the hop count from each of the M monitors.

htargeti =
[
htargeti,1 , htargeti,2 , ..., htargeti,M

]
(6)

hlandi =
[
hlandj,1 , hlandj,2 , ..., hlandj,M

]
(7)

Using the hypothesis that topologically close targets are also geographically close, each tar-
get is geolocated to the location of the topologically closest landmark. The closes landmark
is defined as the landmark with the smallest variance in the hop count vector difference.

c∗ = argmin
j

σ2(htargeti − hlandj ) (8)

The drawback of this method is that when no landmarks are topologically close to the
target, then there are very inaccurate results. Thankfully, the variance measure can suggest
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The work in [63] shows that hop-count vec-
tors contain enough information to deduce
network topology such as to cluster targets in
a significant way. In network layer topology,
an egress router is a router which monitors
and potentially restricts network flow from a
network to another.
Thus, if all monitors are in the same network,
then the paths towards two targets which
share the egress router will be shared past the
egress point. Given this shared path, the au-
thors have determined that two targets i and
j are topologically close in the network if they
have the hop count property:

hi,k = hj,k + C

for every monitor k located past the shared
router, and some constant C representing the
number of common hops.

Figure 20: A network where the target is
C hops away from a landmark, with both
sharing the same path.

whether this is the case. On the other hand, this framework can be used for target which
were, until the work in this paper, impossible to geolocate. Specifically, hop counts can still
be derived from hosts which refuse probes by monitoring packets and collecting time-to-live
(TTL) counts at each monitor, which can be used to infer the number of hops. [64]

In its latency component, Posit improves the work in Learning-Based by introducing like-
lihood distributions to passive landmarks as well as monitors.

2.3.6 Evaluation

By studying previous work, one can observe two trends in recent IP geolocation: first, a
growing concern with accuracy in the detriment of scalability, displayed by frameworks like
Street-Level or Octant, and secondly, an interest in large-scale IP geolocation, such as the
idea of a global geolocation map proposed by GeoCluster, or the initiative to geolocate all
IPs in China proposed by Structon.

While the evaluation of an IP geolocation framework sounds like a very concrete task, in
practice there are many issues that need to be considered. Specifically, one has to evaluate
the precision of the framework, by using a dataset of IP addresses with known location and
comparing the test results against the real data. The problem is that the properties of this
dataset affect the conclusions that can be drawn from the evaluation phase.

Recent work [65] attempts to evaluate the success of simple frameworks such as Shortest
Ping and CBG on large-scale datasets and argue that this compensates for the greater lack

40



of accuracy of these methods. But this work only achieves its goal because it focuses on
scalability rather than accuracy. On the other hand, most popular recent work does not
test their framework against large datasets. Some effort has been put in evaluating the
performance of frameworks on datasets consisting of different types of hosts (residential,
university, commercial). Furthermore, work in [56] and [58] runs geolocation experi-
ments to observe the correlation between the density of monitors and landmarks versus the
accuracy of the results, and [58] also researches correlation with population density.

The drawback in the work above comes from having tested the frameworks on less than
a thousand data points. From a statistical perspective, this is an extremely weak result
compared to millions of IPs that might need to be geolocated in a real-world application.
By surveying the literature, one can observe the following phenomenon: when researchers
attempt to test a competing framework on a different dataset than the one originally used
in the framework’s evaluation, great discrepancies occur. For example, the original Street-
Level [58] framework claims to achieve less than 1km accuracy, but the authors of Posit [56]
refute this claim by achieving way less encouraging results on different datasets.

The tables below presents a survey of geolocation accuracy aggregated from the experiments
in multiple papers. From these tables we can see the conflict in performance depending on
the data set.

Method Mean error (km) Median error (km)
Shortest Ping 393.13 352.124

GeoPing 332.941 274.602
CBG 328 299.305

Octant 260.037 153.434
Street-Level 416.192 352.124

Learning-Based 271.528 194.939
Posit 187.585 74.2551

Table 3: Statistics of measurement-based techniques collected from [56] on 431 commercial
hosts with known coordinates belonging to Akamai Technologies in North America.

Method Median error (km)
GeoPing 68

CBG 89
TBG 68

Octant 22
Street-Level 0.69

Table 4: Statistics of measurement-based techniques collected from [58] evaluated on
PlanetLab nodes.
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2.4 Privacy

It is no surprise that many technology providers have succumbed to data collection such
as location information, Internet activity and browsing history to offer users a personalised
experience. But removing the user the choice and control over the forms of data collection is
what has become problematic. More and more software providers have started to obfuscate
privacy settings from users, or force them to accept permissions needed to use various
services, without giving them the choice to opt-out of the service and keep data collection
off. Microsoft’s Windows is not an exception. But Windows is not a phone application or
a website that we can choose not to use - it is an operating system used by the majority
of people in the world. This section outlines the main known privacy issues on Windows
systems and discusses various research work on these issues.

2.4.1 Windows telemetry

The Customer Experience Improvement Program (CEIP) allows Windows users to send
over their telemetry data to improve Microsoft services. Users enrolled in this programme
will automatically enable the Telemetry / Feedback & Diagnostics Windows services to
collect user data.

From Microsoft’s privacy policy: ”Finally, we will access, disclose and preserve personal
data, including your content (such as the content of your emails, other private commu-
nications or files in private folders), when we have a good faith belief that doing so is
necessary.”

In August 2015, Microsoft delivered the first updates to Windows 7 and Windows 8 users
(KB3075249, KB3080149 and KB3068708) that would start sending telemetry data to
Microsoft[12]. While the first two are optional, the third is a recommended update, meaning
that users who use Automatic Updates would have it installed without asking for their
confirmation. Many users were disappointed that the updates did not describe in detail
what the privacy implications are, forcing many people to unwarily join a data collection
service. The data collection settings can be seen in the Windows Registry13.

Furthermore, in October 2016 the quality roll-ups KB3192403 and KB3192404 are pro-
posed, both giving even more permissions to the Telemetry services. In the meantime
Microsoft has changed their update policy pushing updates as monthly packages rather
than individually. The two roll-ups above include both relevant security updates and the
upgrades to Telemetry in the same package, removing fine-grained control from the user.

Microsoft lists two host names in each of these updates that data is received from and sent
to: vortex-win.data.microsoft.com and settings-win.data.microsoft.com citeprivacy-
win-update-1 [10]. The two and potentially many others are hard-coded to bypass the hosts
file in a system DLL14. It has been argued that only a manually configurable firewall is able

13From the registry subkey HKEY LOCAL MACHINE/SOFTWARE/Policies/Microsoft/Windows/DataCollection
14Found in the Windows install directory, in /system32/dnsapi.dll
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to stop this data from being sent after users have installed updates. Multiple other host-
names have been suspected to do the same, and there are user-led attempts to identify all
of them. [14] [? ]

Windows Update Details
KB3015249 Adds telemetry capabilities
KB3022345 Installs diagnostic tracking service
KB3068708 Introduces the Diagnostics and Telemetry tracking service
KB3075249 Adds telemetry points to the User Account Control
KB3080149 Updates the Diagnostics and Telemetry tracking service
KB3192403 Updates Telemetry to upload data by authenticated proxies
KB3192404 Updates Telemetry to upload data by authenticated proxies

Table 5: The Windows updates which affect privacy on Windows 7 and 8. CEIP comes by
default with Windows 10.

2.4.2 Windows 7

Customer Experience Improvement Program is the main adversary when discussing the
user’s privacy on Windows 7. After a user installs the updates mentioned above, it is very
difficult to roll-back or configure Telemetry settings. On Windows 7, unlike the in 8, 8.1 or
10, there are no settings screens where people could change their privacy settings. In order
to disable CEIP one would have to check individual settings for each application included in
the programme. Microsoft states that “most programs make CEIP options available from
the Help menu, although for some products, you might need to check settings, options, or
preferences menus.”[13]

2.4.3 Windows 8.1

On top of the updates discussed above, when we talk about Windows 8 and 8.1 talk about
a modern operating system, with support for personalisation and mobile. Thus unlike
in Windows 7, Windows 8 and 8.1 provide specific control panels for controlling privacy
settings such as sharing location, voice and text data with apps.

On the other hand, users do not have any offline options to regulate advertising. Instead,
they have to use their Microsoft account to opt out of receiving personalized ads or prevent
apps from sending unique device or user identifiers to 3rd parties.

Research work done in [3] has attempted to evaluate the privacy leaks on Windows Phone
8.1. To test whether the Windows Phone device leaks location information when the
location setting is turned off, the researches monitor the use of MAC address, IP address
and GPS coordinates by installed applications using a man-in-the-middle proxy running
packet sniffing software. Each of the 40 applications they have evaluated were tested for
two minutes.
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Name Location Advertising
BBC iPlayer

Bible
Combo Pic

Copter
Wizards Choice

Falldowm
Hangman
Logo Quiz
Millionaire
PGA Tour

Poynt
Robotek

Chelsea FC News

Table 6: Applications which either leak location data or advertising information.

The table below presents a list of applications which have been found to leak information
in [3]. Many of them are games or news applications. No application has been identified
to leak both location and advertising information, yet we are aware their dataset was very
small.

While we are aware there are differences between the Windows Phone and Desktop ar-
chitectures, they both run on the same kernel and they provide identical Privacy Setting
screens. The issue we believe here is not that there are few unknown applications leaking
data, but that this is possible at all. We are inclined to suspect that using devices which
allow sharing location e.g. tablets running Windows Desktop may be at risk of leaking
location information in the same way as phones, but we were unable to find research to
support this claim.

2.4.4 Windows 10

Windows 10 provides a suite of privacy settings but also comes with Telemetry enabled by
default. When setting up Windows, it is possible to configure initial privacy settings such
as not to share your advertiser information, but users have still complained about privacy
on Windows 10. Unfortunately w to the best of our knowledge there is little peer-reviewed
literature analyzing which data is being sent to Microsoft, but the online community has
been eager to compensate[? ]. Users have claimed that Microsoft collects telemetry data
through Cortana, Explorer, and the Office suite, as well as sharing data with advertisers.
Multiple online resources are available e.g. in [? ] to suggest how to improve your privacy
settings on Windows 10.

The Microsoft website lists which applications collect data on Windows 10[16], examples
include Bing, Cortana, Microsoft Office, Groove Music and TV, MSN, OneDrive, Outlook,
and Skype.
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2.5 Related Tools

This section presents some state-of-the-art tools used for network monitoring and firewall
management.

2.5.1 SysInternals

The SysInternals15 suite of tools is provided by a group of developers supported by Mi-
crosoft. The tools have been developed since the 9x versions of Windows, and have been
continuously improved for newer versions of Windows.

Out of the tools part of this suite, the most comprehensive are Process Explorer, Process
Monitor and TCP View.

Process Explorer augments the Windows Task Manager, allowing the user to preview
information about the running processes and the attached DLLs, kill these processes and
close open handles, and preview how resources are used on the system. But Process Ex-
plorer does not provide any logging features, and it does not interfere with the network.

Figure 21: Process Explorer allows the user to interact with running processes.

Process Monitor is an event logger and monitoring tool. It allows real-time preview
of the running processes, including extra details about the process such as the path, the
owning user, registry activity, file system activity and network activity for a specific process.
Process Monitor does not allow user interaction such as killing processes, but it does provide

15https://technet.microsoft.com/en-gb/sysinternals/bb545021.aspx
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logs. Even though it contains large amounts of useful information in one place, the user
interface is cluttered and heavy.

Figure 22: Process Monitor allows real time preview of running process.

TCP View is the closest to our desired platform. It is a networking tool which allows the
user to see in real time all the TCP and UDP connections that open through and from the
localhost, as well as querying WHOIS information and terminating these connections or the
owner processes. The disadvantage is that TCP View neither does log these connections,
nor does it interface with the Windows Firewall, so it only provides a temporary solution
for the problem of unwanted connections.

Figure 23: TCP View allows inspecting and closing open TCP or UDP connections.
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2.5.2 GlassWire

GlassWire16 is a commercially available firewall software which augments the Windows fire-
wall by providing visualisations of network activity and bandwidth statistics. Furthermore,
it provides a large suite of intrusion detection features, such as detecting changes in system
files and device lists.

Figure 24: GlassWire is an augmented firewall which offers graphs for bandwidth statistics.

2.5.3 WFN

The Windows Firewall Notifier17 allows the user to see, in real-time, whether an outbound
connection has been established at the localhost, and allows the user to block it with firewall
rules. The user interface also allows viewing a list of connections with basic geolocation
features, bandwidth statistics, as well as a map. But WFN does not allow the user to
create higher-level rules, it does not run in the background, and their logging feature is not
functional.

Figure 25: WFN allows the user to block unwanted outbound connections.

16https://www.glasswire.com/
17https://wfn.codeplex.com/
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2.5.4 Windows Privacy Tools

The article at [15] presents a comprehensive comparison and discussion about various pri-
vacy tools available for Windows. These tools allow the users to disable Telemetry and
Cortana, edit specific registry entries to block the upgrade to Windows 10, disable ser-
vices and remove applications via either a front-end or scripts. While these tools give the
user access to the obfuscated privacy and many under-the-hood settings, most of them are
seldom updated, not all have friendly front-ends, and none provide monitoring and logging.

Figure 26: DoNotSpy 10 provides an interface where a user can disable application access to
sensors or system features, speech or handwriting data sharing, and Cortana, all in one place.
DoNotSpy 10 supports creating restore points before performing these tweaks, but ships with
adware in its installer.

2.5.5 Conclusions

From the above survey, we have observed a lack of tools which provide process monitoring,
network analysis and firewall control inside the same tool.
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Figure 27: Blackbird is a program for Windows Vista and up which can be run from the command
line. It provides a very extensive list of features, allowing tweaks ranging from blocking updates,
telemetry and ad servers and disabling services.

The tools which focus on networking seem to lack in details, in contrast with the large
amount of information the process monitoring tools provide.

Moreover, not all of these tools provide logging, and the user interfaces are very unfriendly,
more directed to the IT professional rather than the average user.

Whilst most of these tools offer, individually, many features supported in SnowWall, the
average user is still lacking a user-friendly but powerful tool for blocking intrusive network
connections, logging the network activity, and viewing statistics. Furthermore, none of
these tools focuses on providing information to the user such as where their data is going
or what organization is involved.
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3 System Design

This section presents the main design decisions undertaken in the development of this
project, from technologies to architecture and user interface design. It concludes with a
list of features supported by the application.

3.1 Technologies

3.1.1 Supported Platforms

The choice of technologies for developing SnowWall is dictated by the desire to incorporate
as many versions of Windows as possible. It is worth noting that backwards compatibility
has been considered more of an issue than forwards-compatibility, as Windows 10 has been
announced to be delivered as a service, and thus we expect that software compatible with
the current version Creator’s Update will maintain compatibility in the future.

SnowWall supports Windows 7, Windows 8, Windows 8.1, and Windows 10 as long as the
.NET Framework 4.6 is installed.

3.1.2 Development Framework

The .NET framework18 has been chosen for this project as it is the go-to for developing
Windows applications, because it provides support and interfaces for the Windows oper-
ating system, and because it allows the flexibility of choosing your preferred programming
language.

All .NET applications run in a virtual machine known as the Common Language Runtime.
The Framework provides a set of class libraries and features for developing on Windows
known as the Framework Class Library. The Framework Class Library contains classes for
user interface (such as Windows Forms and Windows Presentation Foundation), data access
(such as the Entity Framework), web development (ASP.NET), cryptography, network
services, and libraries for asynchronous programming and parallelisation (Parallel LINQ,
Task Parallel Library).

The front-end is built with Windows Forms19, the simplest front-end technology pro-
vided by Microsoft for development in Windows Desktop. While we are aware that Win-
dows Forms is a dated framework which does not support features such as e.g. animations,
it is the only front-end framework that can be built using only back-end code, without
the overhead of learning specific technologies and markup-languages. Due to the size and
complexity of this project, while the front-end is of great importance, we decided to priori-

18https://www.microsoft.com/net
19https://docs.microsoft.com/en-us/dotnet/framework/winforms/
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tise the back-end and functionality, and thus chose the simplest solution that satisfies the
front-end design.

3.1.3 Programming language

The programming language chosen for this project is C#. C# is a language developed as
Microsoft and standardised by ECMA[69] and ISO[70]. It is a multi-paradigm language
which supports strong typing, generic object-oriented programming, as well as imperative,
declarative, and functional features. Moreover, C# supports asynchronous programming,
multi-threading and parallel programming, required by the data processing necessary to
identify and geolocate each host.

3.1.4 Database management

With large amounts of information flowing in and out of the database, the necessary asyn-
chronous processing, and a great need for speed, integrity and reliability, a flexible solution
for data management is required. We cannot afford to either miss logging connections or
to add duplicates, as this will mislead the user and affect any security evaluation that may
be done based on these logs.

Therefore, a SQL database which supports atomicity, consistency, isolation and durability
properties is required. For this purpose, we have chosen SQLite20. SQLite is free to use
and the SQLite Server can be embedded into the installer such that the user does not need
to be concerned with any prerequisites during the installation.

The project uses Entity Framework21 to interact with its data sources. Entity Framework
is an open-source object relational mapping framework provided by Microsoft. It allows
direct mappings between model classes defined in application code and database objects,
with a choice of developing code-first, model-first or database-first. It has been chosen
due to its flexibility and versatility, because it avoids the difficulties of managing data
sources and data connections, and because it provides migration techniques for modifying
the structure of a database automatically whenever the code-based model is modified inside
the application without losing existing data.

3.2 Architecture

Because of the need to interact with many system components, SnowWall features a layered
architecture formed of multiple components. The design is highly modular, allowing for
each of the components to be replaced at any time. We have taken this design decision to

20SQLite is an open, lightweight SQL server https://www.sqlite.org/
21Entity Framework is Microsoft’s recommended data access technology. https://msdn.microsoft.

com/en-us/library/aa937723(v=vs.113).aspx
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allow different geolocation frameworks to be used and because we are aware the front-end
can be improved.

The back-end is formed of multiple components and libraries which can access various
APIs such as for retrieving a list of active TCP and UDP connections, a list of running
processes or details for a specific process and bandwidth statistics. The back-end includes
a component which issues web requests to query online geolocation services, DNS and
WHOIS records. It also contains functions which perform tasks such as user impersonation
and adding registry keys, and interfaces with the Windows Firewall.

The front-end displays multiple views to the user, each tailored to a specific data visualisa-
tion. The front-end views are chosen by a principle of separating concerns: one focuses on
the geolocation of active connections’ end points, one on the owners of these end-points,
one on network statistics and processes and one on firewall rules.

The flow of information through the program is designed in such a way as to allow logging
of all detected activity into the database. For example, after intercepting a list of network
connections active at the current moment in time, the back-end makes asynchronous calls to
DNS records and geolocation servers to identify information about connection end points,
and the results are stored into the database.

Another example of control flow is when the user creates a blocking rule: the rule is saved
into the database, and subsequently, all active connections are filtered by this rule. If a
connection is encountered to satisfy the rule, a firewall rule is automatically generated to
block it.

A comprehensive description of each component in the SnowWall architecture is provided
in the implementation section 4.1.

Figure 28: SnowWall interacts with Windows Libraries to monitor network connections and
processes, manage settings and control the firewall.
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3.3 Database

We have chosen a simple design for SnowWall’s database. The model consists of five tables.
The main table is the ConnectionModel table, which records all the connections that open
on a user’s machine, with adjacent information. The ProcessModel and EndPointModel

store auxiliary information about processes and remote hosts. A connection can belong to
only one process and link at most one endpoints.

The ProgramRuleModel table stores the custom rules created by the user. They store the
name of the entity to be blocked, be it a country, an organization, or an application. The
ScheduleModel stores user preferences about days of the week and times of the day when
the rules should be enabled. Section 4.2 presents the design into more detail.

Figure 29: Class diagram of the SnowWall database exported from SQL Server.

3.4 Front-end Design

One of the main motivations for this project is to provide the users with a comprehensive
front-end which is easy to use and understand. Furthermore, we wish that the front-end
has a strong impact and motivates the user to take action for protecting their privacy.
Because of this reason, we have chosen to use multiple sorts of data visualisations to better
suggest the state of a user’s privacy.
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3.4.1 Human-Centered Design

Human-centered design[71] is a creative design and management approach which takes into
account the human component at every step of developing a technology. This is to broaden
the connection with the users of computer systems by focusing on the individual, asking for
feedback from real-world possible users rather than guiding the design process by statistics.

To reiterate one of our objectives, we wish that SnowWall is able to shake the public apathy
surrounding privacy. In order to achieve that, we have to focus on the user’s psychology -
why are they not interested in their privacy? What could change their opinion?

A starting point has been the survey on American citizen’s privacy strategies [1] discussed
in Section 1. The statistics in this study have allowed us to shape the problem and to launch
a human-centered investigation by asking various Windows users about what means they
take to improve their privacy on their desktop, and what they like or dislike about them?.
We reiterate this was not a statistical investigation: we asked a small number of users for
detailed answers, rather than the opposite. Table 7 presents the some of the answers and
ideas we have found in this initial research.

How do you improve your
privacy?

What do you like about this
method?

What do you dislike?

Using Privacy Badger to
avoid browser tracking

Ad-blocking Does not stop tracking in
Windows apps

Setting up a metered connec-
tion to avoid forced updates

Nothing Missing security updates

Using TCP View and Win-
dows Firewall to block

It reduced tracking Too many steps

Disabling Telemetry with
PowerShell scripts

It reduces tracking Tedious, advanced and time-
consuming

Using Ad-Block Plus Ad-blocking Blocks websites which detect
ad-blocking

Creating firewall rules for
everything

It stops tracking Time-consuming and difficult
to do

Using Tor browser Anonymity Slow access to the Internet

Never send diagnostics to
any application

Nothing Too many menus, I want all
privacy settings in one place

Disabling Cortana It silences Cortana It still shows in Task Man-
ager, if I try to kill it, it
starts back again

Erasing history periodically,
licensed anti-virus

Convenient and easy to re-
member

I’m not sure if they are the
best, but I didn’t research
into this issue actively either

Table 7: Short survey about improving your privacy on a Windows system.

The front-end is split into multiple views. The rest of this section discusses the design
process of each and concludes with a set of wireframes which describe the final design.
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Map View Since the outset of this project we have been visualising a map-style main
view which will locate each connection on their approximate latitude and longitude on a
minimalist map of the world.

To confirm this we have shown a few users tools such as TCP view or WFN (discussed
in Section 2.5) and asked them to comment on the interface. All of them have said that
simply displaying a table with every open connection is not enough to stimulate the user
into understanding the flow of data and where the network connections on their computer
are directed, even if a flag or a country indicator is attached.

Furthermore, we have produced a quick prototype in Adobe Photoshop for the Map View
and asked users to comment. We have learned that colour-coding is not sufficient for
them to understand which organization is collecting most of their data. Thus, we have
established colour-coding to rather describe whether a country is available or blocked, and
we have moved on to follow the principle of simplicity and design a separate visualisation
for the Organization View.

Figure 30: Initial prototype built in Adobe Photoshop for the Map View.

Organization View After surveying various visualisation techniques and asking Win-
dows users to choose their preferred visualisation from the ones shown in Figure 35, and
using inspiration from the Map of the Internet22, we have settled on the bubble graph.

22http://internet-map.net/
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Figure 31: Three candidate types of visualisation for the Organization View (Courtesy of
www.informationisbeautiful.com).

A bubble graph allows three-dimensional data visualisation thanks to the position on the
grid and the bubble size. It is specifically due to the strong visual identity of the differently-
coloured circles that we believe it will have an impact.

Process, Scheduler, Settings View The rest of the views on this application have
been developed as a result of continuous feedback from various users on what features they
would desire from a privacy application on Windows. The front-end for these views has
been built in concordance with similar applications.

3.4.2 User Experience

Another crucial point in designing a powerful front-end is how the user interacts with the
UI. The most important principle we have followed is to allow the user to create blocking
rules as simple as possible.

The hierarchy of views follows this principle. The views are ordered from the most simple
and quick to use to the most advanced:

• The first two views provide minimal amounts of information, but maximum efficiency
in blocking connections. In the Map View and the Organization view, creating a
blocking rule is instant: simply click on the country or the organization to block.

• A the user progresses through the Process View and the Scheduler, more advanced
features and longer use-paths are involved. To block a specific process, a user has to
select it from a list and use a blocking button. The Scheduler then allows the user to
modify existing rules to be enabled or disabled at specific times, using setting forms.

• Finally, the Settings View contains a panel of administrative settings similar to the
Windows Settings panel, as well as the option to export the data into a portable
spreadsheet file for further analysis.
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3.4.3 User Interface

The results of our design research have been aggregated in the wireframes presented below.

Figure 32: The SnowWall front-end. (a) The Map View shows the world map, with the connec-
tions marked as points on the map, and panels for connection details, the list of connections, and
country statistics. (b) The Organization View shows a bubble graph of connections towards
hosts owned by a specific organization, and organization statistics. (c) The Process View shows
a performance graph of network bandwidth and a list of connections for each process. (d) The
Scheduler shows a list of user-defined blocking rules and an interface to schedule them.

3.5 Product Outline

3.5.1 Target User

We have begun this project with the Windows 10 user in mind, but as we have learned
about the newest privacy updates on Windows 7 and 8 we have reconsidered this decision.
We have made sure that SnowWall is not only on Windows 10, but on Windows 7, Windows
8, and Windows 8.1 as well.
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Given the large market share of
Windows[72], which has been esti-
mated to at least 80%, the problem
we are trying to tackle is a univer-
sal problem. Windows is used by
youths and seniors aside, by profes-
sionals, by developers, by creatives,
and by gamers. All these users are
under attack for their privacy, and
all could benefit from a tool such as
SnowWall.

Figure 33: Pie chart of the market share of most
popular operating systems for desktop. Courtesy of
www.netmarketshare.com

In principle, we focus on the regular user, because we have learned that advanced users
have a greater chance of protecting their privacy by creating firewall rules or monitoring
connections themselves. But the fact that SnowWall is so simple to use yet so powerful it can
be useful to advanced users too, even security professionals who need to make assessments
about leaked information and log activity on client machines.

Additionally, we believe this tool can help users which have to work on Windows daily in
a corporate environment, such as office workers, secretaries, analysts. SnowWall is easy
enough to use for them to introduce it in their work-flow, for example to block access to
content and ads which might interfere with their productivity, keeping themselves private
at work, as well as protecting the integrity of their employer’s company.

Last, but not least, the content creator and the gamer can both benefit from the advantages
of monitoring and controlling their network bandwidth.

While we are aware this discussions is by no means an exhaustive survey of Windows users,
we have concentrated on what we have considered to be the most urgent problems and
desired tools, while keeping a clear view of the bigger picture in mind.

3.5.2 Identity

The name SnowWall has been chosen to refer to a firewall as well as a tribute to Edward
Snowden. We have also designed a logo for the program, inspired by the skeumorphic
design of logos for various security and anti-virus apps. Figure 34 shows the logo on the
program’s splash screen.

3.5.3 Features

The main features supported by SnowWall are listed below:

• List TCP and UDP connections currently active on localhost

• Log these connections in the database
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• Preview a selected connection’s details

• Show geolocated remote end points on the map of the world

• Save information about geolocated end points in the database

• Block all connections outgoing to a specific country by clicking on the country in the
map interface

• Show a bubble graph of known owners of geolocated remote end points

• Block all connections outgoing to a specific organization by clicking on the bubble
representing that organization

• Show a line graph of bandwidth usage

• Show a list of running processes with connections opened by each process

• Log running processes into the database

• Block all connections established by a process

• Export database logs

• Show a list of user-created blocking rules, such as country-specific, organization-
specific, and program-specific

• Schedule the rules to be enabled or disabled at specific times of day

• Create firewall rules which mirror user-created blocking rules

• Impersonate an user with administrative permissions in order to gain access to the
firewall and registry

• Customise less accessible privacy settings on Windows

• Customise SnowWall to run at startup and/or run in the background
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Figure 34: The SnowWall splash screen.
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4 Implementation

This section details the implementation process for this application. We begin by introduc-
ing the back-end components, which aggregate the entire functionality of the application.
We proceed to discuss the most important design decisions and patterns used in design-
ing database access. We then introduce a skeleton application which makes use of all the
features already implemented, then a few implementation details for the front-end. We con-
clude with the most important risks and challenges undertaken throughout development.

4.1 Stage I - Back-end Components

The back-end is formed of a set of components implemented as Portable Class Libraries.
These libraries can be attached to console applications as well as any type of front-end. The
libraries define multiple classes and methods which interface with various APIs internally,
as well as an external API with adapters to model classes used in the database.

4.1.1 Process Library

The Process Library provides the Process Monitor and the Process Utilities.

Unlike for network connections, event handlers can be attached to a process. The Process
Monitor defines a static object which attaches two functions of choice to the event handlers
of a process starting and exiting. In order to attach these handlers, we have interfaced
with the Windows Management Instrumentation (WMI). We have actively chosen
not to support querying individual threads, as there are already multiple process monitors
supporting this feature.

WMI is a robust, reliable infrastructure for managing operations on Windows operating
systems. Using WMI provides developers access to system management tools and services
built into the operating systems.

Figure 35: The Process Monitor intercepts process start or stop events and handles them with
logging functions.

Whenever a process starts or ends, the system maintains a trace of these processes. WMI
allows access to the trace via SQL queries. A query which retrieves the caller process is
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attached to each event, and then the process details are passed to the delegate function
which implements the handler. In our case, these delegate functions connect to the database
to log the event.

The Process Utilities augment the existing C# process library with the ability to get
the process’s host application file path. The file path is required for the Windows firewall
to create a rule for the process. Because a 32-bit process cannot query a 64-bit process
and vice-versa, it is necessary to use WMI to query the running processes. Unfortunately,
.NET has no means of detecting whether a running process is 32 or 64-bit. In order to
identify whether a process runs on 64-bit, one needs to use the Windows Kernel API, which
is accessible through win32api.dll.

Querying a system Dynamic Link Library is performed with a technique known as PIn-
voke23. The Platform Invocation Services allows managed code to call unmanaged func-
tions implemented in DLLs. The DLL is imported into the application and with the
DllImport attribute one can call functions defined in the DLL. Generally, these functions
return byte arrays or C structures. These are unmanaged objects which cannot be used
directly into a C# application. In order to build these into the corresponding class type, a
technique known as marshalling is invoked.

For every .NET class type there is a default unmanaged type, which the Common Language
Runtime uses to translate parameters when executing an unmanaged function call. In our
case, we require a pointer to the running process which we retrieve by querying the process
handle from the Process .NET class. The output is by default marshalled into a bool.

4.1.2 Connection Library

The Connection Library is formed of multiple classes and functions, whose purpose is to
invoke the IP Helper API found in iphlpapi.dll, which contains the interface to Windows’
TCP/IP network functions. The IP Helper API contains unmanaged functions which
retrieve the TCP or UDP tables of active connections, and allow enabling and retrieving
bandwidth statistics.

The Connection Monitor component polls for connections every second, in order to accu-
rately detect the time when a connection changes state or closes. Whilst we are aware that
polling is generally not desired for performance reasons, unfortunately the Windows net-
working APIs do not provide support for adding connection establishment or state change
handlers due to the low level at which they operate.

The .NET stack permits querying for active connections in a simpler, managed way, but in
order to retrieve information such as owning process ID and creation time one has to use
the IP Helper. Because of the complex unmanaged types returned by IP Helper functions,
in this case we had to perform non-default marshalling by declaring structures for each
unmanaged type. Most of the functions both use as parameters and return integer pointers
which link to byte buffers. To transform these byte buffers into the classes and objects

23http://www.pinvoke.net/
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required for the application, we have defined enumerations and structures which describe
the extended TCP and UDP tables and table entries and other auxiliary types.

Figure 36: The public API for the Connection Library is the Connection Monitor, which returns
lists of Connection objects used throughout the entire application.

4.1.3 Firewall Library

The Firewall Library interfaces with the Windows Firewall through its API found in
hnetcfg.dll and defines required enumerations and classes for defining firewall rules. Out
of all libraries used by SnowWall, its implementation was the most straightforward.

The Firewall Library is used by SnowWall to create and manage its firewall rules. The
Firewall Manager, given a set of constraints such as a program rule blocking a country and
a list of connections will automatically generate firewall rules for each connection which
satisfies the constraints. The information about the program rule such as the country or
organization name is stored in the rule description, such that when the user decides to
delete or disable the higher-level program rule the individual firewall rules it manages are
also automatically deleted or disabled.

4.1.4 Geolocation Library

The Geolocation Library contains .NET functions which connect to public DNS servers to
query hostnames for IP addresses, as well as it interfaces with the device’s location services
(if enabled) to retrieve the current location to be displayed on the map.

It also includes a list of countries in the world24, with their name, continent, and country
code, which are used throughout the application and are required by the map front-end
component to keep track of blocked countries.

The most important feature of this library is issuing HTTP web requests to various geolo-
cation providers. The results are returned as JSON and processed inside the library into
relevant information. The geolocation providers are discussed at large in Section ??, where
we discuss and evaluate the performance of geolocation.

Asynchronous programming is a technique of parallel programming in which a work runs
on a separate thread from the main thread and notifies the calling thread of its completion,
failure or progress. It is common practice that in applications with a user interface, in order

24Provided by SyncFusion.
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to avoid blocking the UI thread, asynchronous calls are used to perform time-consuming
processing tasks in the background. Asynchronous programming was required for this ap-
plication because querying external services such as DNS or WHOIS involves the overhead
of establishing a connection to the service.

4.1.5 Settings Library

This component provides both settings specific to running SnowWall as well as an interface
to some Windows privacy settings. For example, it allows the user to specify whether they
prefer to have SnowWall run at start-up, to give their permission for the process to run as
administrator in order to have access to the Firewall and registry. The settings library also
contains functions which add specific registry keys or run PowerShell scripts, for example
for removing Metro apps or disabling Cortana. The implementation for these tasks has
been mostly done with standard methods, because Microsoft provides managed classes and
functions for editing registry or running PowerShell as a .NET framework component.

In order to give administrative permission we have used a technique known as Imper-
sonation. Impersonation is performed by pInvoke of unmanaged functions found in two
Windows kernel libraries: the Advanced API advapi32.dll and User Environment API
userenv.dll. The main idea is to use the functions in userenv.dll to create an environ-
ment block owned by a specific authenticated user and use the advapi32.dll functions to
launch programs only inside this block. The Windows Kernel API win32api.dll is used
to open and close the process handle of these programs.

4.2 Stage II - Database

4.2.1 Tables and Views

The database tables for the five main entities used by SnowWall have been introduced in
Section 3.3.

But a relevant implementation detail is the use of SQL Views to support the statistical
visualisation such as counting the connections for each country. While Entity Framework
with its adaptive query language LINQ should make redundant the use of SQL views,
after some experimentation we have discovered that using SQL views is faster and more
efficient than implementing these counters and features in code. Thus, we have designed
class entities which map to these views and retrieve the statistics calculated by the SQL
engine.

The views we have defined are Country Statistics, Organization Statistics, and Process
statistics, which show an all-time count of connections opened towards each country, orga-
nization, and the active connections opened by each application respectively.
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Figure 37: Tables and Views used by SnowWall.

4.2.2 Data access

Entity Framework allows creating a means of data access known as a data context. A
data context contains collections of entities and allows CRUD (create-read-update-delete)
operations on these collections.

A repository is a design pattern which provides an abstraction layer between the data
access layer and the business logic of an application. It mediates between these layers and
acts like an in-memory object collection. The business layer of an application constructs
queries which are issued to the repository, and the repository satisfies the queries by either
returning the relevant objects or modifying objects from its collection. Behind the scenes,
the repository performs the actual data access to save the changes into the database. The
repository allows a separation between the data layer and the domain, which can facilitate
unit testing.

A repository can save changes on-the-run or persist the changes and batch save them as
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specific times. The latter is known as a unit of work pattern, which allows to commit
multiple changes as a single database transaction. A unit of work generally encapsulates
the repositories and the database context, allowing flexibility to change implementation of
the data layer, as well as packaging a set of changes into a single access to the database.
This is of crucial importance for data integrity: suppose an inconsistent entry is added to
the database, whose primary key is referenced by another object. If the two objects are
saved into the same batch, then failing to add the first will rollback all the other changes,
thus avoiding an inconsistent foreign key.

Figure 38: A unit of work containing a repository for each entity model separates program logic
from the data access layer.

From an implementation perspective, for each entity type we have used a repository inter-
face and a repository class implementing that interface. The unit of work class declares a
repository for each entity type and is used as a model in the front-end. Figure 39 shows a
diagram of the three main repositories implemented in SnowWall.

For simplicity, the most basic business logic such as queries which allow filtering the re-
sults of a select query are also part of the repositories. These methods are implemented as
parallel queries using lambda functions. Since the database may hold thousands of connec-
tion objects and process logs, filtering or mapping them in parallel is a large performance
improvement.
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Figure 39: UML Diagram of repositories used by SnowWall.
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4.3 Stage III - Simple monitoring app

After successfully building the back-end libraries and data access, the first test was to
produce an application which will use these components and show connections and firewall
rules in real-time. A screen capture of this application at work can be previewed in Figure
41. We have chosen a simple list interface, with a button which allows creating a firewall rule
to block a selected connection. This intermediary step in development has allowed catching
many bugs which have not been identified in individual unit-testing of the libraries and
data access layer, as well as finding solutions for performance issues such as caused by the
need to perform asynchronous tasks at the same time with displaying real-time results.

This application uses a timer which queries for active connections every second. While we
are aware this is a very small interval, which is not necessarily required since no network
connection can be established this quickly, this choice has been made to allow the closest
possible to a live feed. The Connection Monitor and the Geolocation Helper calls are issued
once every second, and after completed they update the database model. Then the view,
having its controls bound to the unit of work, displays the updated data.

Figure 40: The timer triggers the connection monitor, which in turns grabs geolocation informa-
tion, and saves the connections in the database.

Figure 41: A simple application which tests back-end and database.
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4.4 Stage IV - Building the front-end

The final front-end implements the different views we have discussed in Section 3.4. Only
the Map View and the Process View function in real time, thus they make use of an
architecture similar to the one in Figure 40.

The design pattern generally implemented
in Windows Forms applications is known as
Model-View-Presenter. MVP is a deriva-
tion of the Model-View–Controller (MVC)
pattern, and is commonly used for building
user interfaces. In MVP the presenter assumes
a functionality similar to the controller, inter-
acting with the model and updating it as a
result of user input, but also includes presen-
tation logic such as defining view interactions.
The views are the Windows forms, which may
bind models to UI components directly, with-
out the aid of the presenter - such as the list
of connections in our case.

Figure 42: The model-view-presenter ar-
chitecture (courtesy of MSDN)

The Map View is implemented with the use of a Map control provided by SyncFusion25.
The Map control supports multiple layers, which can display the contour of countries,
colour-code countries whether they are blocked or allowed, and show annotations at specific
coordinates which mark the geolocation of active connections. The contour of countries is
locally generated as a graphical entity based on an offline shape file .shp, the same file type
used by GPS. We are aware this is not a resilient design choice as the political map of the
world may change, but at the same time this solution removes the overhead of contacting
a maps provider such as Google or Bing, as well as embeds the contour information of each
country required to highlight it in a specific colour, which is not supported by any map
provider with a .NET control.

The Organization view is implemented with with the SyncFusion Bubble Graph control,
which is bound directly to the database view of organization statistics. We hope that in a
future version of SnowWall we would be able to improve this visualisation with

The something m Procesore dynamic.s view shows a performance graph of statistics, which
has been implemented by plotting the usage function over time on a WinForms Panel
control using the system drawing functions. The plot updates every 2 seconds by default
but allows the user to change the speed of updates from 2 times a second to up to once per
hour.

25https://www.syncfusion.com

69

https://www.syncfusion.com


4.5 Risks and challenges

4.5.1 Risk Assessment

Using unmanaged functions The process of transforming unmanaged structures and
types into managed types is notoriously error-prone and difficult. We had to thoroughly
inspect the Microsoft documentation of these data types as the main risks involved in this
case are possible buffer overflows or underflows which maintain a high security risk.

Polling Polled operations refer to actively sampling the status of an external device by
a client program as a synchronous task. This poses various risks such as delaying the UI
thread if too many connections are open. In order to mitigate this issue, we have separated
the polling operations onto separate threads, using a timer which dispatches asynchronous
tasks. The UI thread reloads on the main thread and grabs available information straight
from the database. This might incur some delay in presenting the live feed of connection,
but it is the best solution we have found to solve this issue.

Registry editing Editing the Windows registry is notoriously known as the main cause of
multiple exploits and security risks. We are aware of this and we only implement functions
which perform very strict tasks without interfering with user input, i.e. all the details of
these operations are encapsulated.

Geolocation Research discussed in Section 2.3 shows clearly how most client-independent
techniques for geolocation are prone to errors and inaccuracy. This poses the risk of incor-
rectly geolocating a host in such a way that may alert an user unnecessarily, or even worse,
conceal vital information about the location and owner of a host. We have attempted to
mitigate this risk by providing a high-level geographical means of blocking, which can only
block a country. While this comes at the cost of flexibility, existing geolocation is mostly
resilient to country identification errors, as each continent has its own research community
which maps the IP address blocks to countries, but cannot guarantee accuracy for cities
and regions.

Unfortunately, when it comes to identifying the owner of an IP address, we are aware that
services such as WHOIS would rather direct to the address of the Internet Service Provider
which lease the IP addresses to private entities rather than to the entities themselves. In
Section 5.4.2 where we explain how we tried to evaluate and improve the accuracy of this
information.
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4.5.2 Challenges

Building a geolocation framework After performing comprehensive research on the
matter of geolocation, we have found ourselves interested in providing an implementation of
a state-of-the-art model. Unfortunately, the quality of a geolocation framework is dictated
by the resources at hand. A technique such as multi-lateration requires a large amount of
active landmarks (ping servers) which unfortunately we did not have access to, as many
research projects for such purposes, for example PlanetLab [68] and Geant [66] have now
ended. Thus we have only used available services, mostly data-driven, to aggregate existing
data. We are aware that these methods impose high inaccuracies but we hope that for the
task at hand they are sufficient for delivering a product with our requirements.

The development stack One of the main challenges to overcome in this project has
been to choose the right software stack to develop this application. At the end of the first
three stages, an important decision about the front-end had to be made. Whilst we would
have desired a more flexible front-end, e.g. JavaScript-based, it would have been impossible
to pair such a front-end with the current back-end, because of restrictions in the Microsoft
Development stack.

In March 2017, Microsoft has released the Universal Windows Platform development tools.
At this time the first 3 stages of implementation have already been completed. We have
considered the front-end solutions provided by this framework and even built a mock im-
plementation which can be previewed in Figure 43. While this platform allows modern
features such as building seamless, interactive user interfaces which support animations
and flexible screen sizes, we realised that this platform is not compatible with back-ends
built in .NET. A large amount of extra development work would have been necessary to
build the application with UWP, so unfortunately we had to discard this option.

The remaining choice was between the Windows Forms and the Windows Presentation
Foundation (WPF) technologies. Initially, it seemed that Windows Forms is a framework
too limited to produce the kind of front-end we desired. We have attempted to build a
WPF application, but unfortunately the overhead of getting acquainted with this framework
would have highly limited the output of development. Finally, the solution came with the
SyncFusion26 stack of tools, which provided the front-end components Map and Bubble

Graph necessary for this application.

26https://www.syncfusion.com
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Figure 43: An implementation of the Map View as an UWP app.
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5 Program Evaluation

This section outlines the main methods we have undertaken to evaluate this product. We
begin with an demonstration of the user interface, and we show that the functionality has
been correctly implemented. Then we show the results of the final stage of human-centered
design research, namely alpha testing by different users, and discuss the quality of the
final product from their perspective as well as from the perspective of the list of features
presented in Section 3.5.3.

We then proceed to discuss the geolocation methods we have used and how we have eval-
uated their accuracy and aggregated the data, as well as some quantitative analysis about
the geolocated data.

5.1 Overall Functionality

5.1.1 Experimental setup and participants

The experimental setup for the qualitative evaluation is as follows: SnowWall has been run
with Administrator Permissions on a Windows 10 machine. A tester has been interacting
with SnowWall and documenting the results of each action.

The test was executed twice by two participants: the lead developer and a third-party
Windows user.

5.1.2 Methodology

We have taken the actions described in each of the tests below, and repeated them a few
times in order to verify program resilience.

1. Rules are displayed in real time To test the Map View, we began by allowing
SnowWall to run for a number of minutes while using the Internet, such that we could
observe that the connections and locations on the Map View are updated in real-time.
We have compared our results with the results of TCP View.

2. Blocking a country creates firewall rules We invited the tester to block and
unblock countries. We have observed that the outbound connections from the blocked
countries disappear from the map, and also from TCP View. We have used the
Windows Firewall with Advanced Security to verify that the required outbound rules
have been created.

3. Unblocking a country deletes firewall rules The tester has proceeded to unblock
the previously blocked country, and we have then verified that the firewall rules have
been removed.
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4. Blocking an organization creates firewall rules The tester has clicked on a
bubble representing an organization to block that organization, then we have checked
the Windows Firewall to see the rules have been aded.

5. Scheduling a rule To test effective scheduling, we have asked the user to set up a
schedule for one of the previously created rules such as all the rules would be disabled
a few minutes in the future and then re-enabled again. We have verified with the
Windows Firewall that this was the case.

6. Changing settings We have asked the user to use the settings to disable Cortana
and to set SnowWall to run at start-up. We have then used PowerShell scripts and
the Registry Editor respectively to verify this was the case.

5.1.3 Results

The figures below show screen captures taken throughout the test methodology which
describe successful completion of tasks.

Figure 44: An initial preview of the map and connection list in Map View. No country is blocked.

Figure 45: The active connections showed by SnowWall vs. TCP View.
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Figure 46: Blocking a country has highlighted it in red and removed some of the connections.

Figure 47: The two connections which have dissapeared from the map and list have been success-
fully blocked by firewall rules.

When running the first test, we have noticed two times that that one connection is missing
from SnowWall and we suspect this is due to the geolocation which delays showing the
connection by a few fraction of a second. Additionally it seems that SnowWall could not
correctly identify the process name and path of one program, namely the Google Drive
application.

Through the second test we have learned that the map delays displaying connections com-
pared to the list as we have noticed they disappeared faster from the list.

The rest of the tests have been completed without issues. Table 8 below summarises the
completion task of each of the tests above. We have rated each task with a rating out of 5

75



in order to describe how much we consider the software fulfills the task.

Participant Task 1 Task 2 Task 3 Task 4 Task 5 Task 6
1 4 4.5 5 5 5 5
2 5 4.5 5 5 5 5

Completion rate 90% 90% 100% 100% 100% 100%

Table 8: Task completion rate for the functionality test

5.2 User Testing

5.2.1 Experimental setup and participants

After verifying that the software achieves its overall functionality, we have proceeded to
alpha testing. In this case, the participants were invited to use SnowWall freely and answer
a set of questions about the features and presentation for example to rate the usability. A
short introduction has been offered to each user such that they are aware what SnowWall
is used for.

For this experiment, we have invited 4 Windows non-advanced users to test the application
by sending them over the program and asking them to use it for their daily tasks.

5.2.2 Results

The results have been mostly positive. All users were very excited with the design and
have found it very easy to use. The UX has been evaluated positively, but users have
complained the program is not extremely responsive. One of four testers has encountered
software crashes. The user satisfaction with the product has been high and we have been
congratulated for the design and features, but at the same time warned on the issue of lack
of responsiveness.

Most users have added that they would gladly used the product if it were freely available,
and have shown concern when seeing the connections on the map. With the results of
this initial user evaluation, we believe we have reached the last step in our human-centered
design plan.

This test, while by no means exhaustive, has showed us that while this product has great
potential and seems very attractive to users, it still needs to be improved. We hope that in
the future we can address the issues pointed out by this testing phase as well as the user
feedback and proceed to experiment with a large sample set.
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Question/Participant 1 2 3 4 Overall
Design (logo, UI) 5/5 5/5 5/5 5/5 100%
Ease of use 5/5 4.5/5 5/5 5/5 97.5%
Responsiveness 3/5 5/5 3/5 4/5 75%
Crashes or errors? (yes/no) yes no no no 75%
Would use daily 4/5 4/5 5/5 5/5 90%
Would recommend 5/5 5/5 5/5 5/5 100%
Satisfaction with the product 4/5 5/5 4.5/5 4.5/5 90%
Total 89.64%

Table 9: User rating results of alpha testing, with the lowest expressing dislike/disagreement
and the highest expressing like/agreement, aggregated as percentages.

5.3 Professional use

One of the most successful results in the evaluation phase has been the opportunity to test
SnowWall in a professional environment. Specifically, we have used SnowWall to aid with
security investigations due to data breaches, by allowing the suspect machines, (which run
Windows 7 and belong to a stock-trading company in Central London), to be logged for
24 hours and providing insights into any breaches. This has highly accelerated the previ-
ous operating procedure and provided steps which would have been unfeasible to perform
by a single security analyst in a few hours. We have received both positive and negative
feedback, but we can rest assured we have seen SnowWall in action in a demanding and
urgent task.

5.4 Geolocation

As we have previously mentioned, SnowWall is agnostic to the geolocation method used
by the backend. Given that we were unable to implement our own solution, we had to
evaluate existing geolocation providers in order to choose the best one for our application.

5.4.1 Evaluation Criteria

The five main criteria for evaluation have been the following:

• speed, i.e. the time required to make the request

• limitations, i.e. do they limit the amount of queries in a given time-frame

• accuracy, i.e. how fine-grained are the results

• consistent, i.e. are the results of geolocation consistent over all providers?
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• organization information, i.e. do they provide information about the owner or the ISP
leasing an IP address?

5.4.2 Geolocation providers

The geolocation providers compared in this test offer free public RESTful APIs for querying
an IP address. Below is a short survey of these providers and the kind of geolocation
techniques and data they use.

1. FreeGeolocationAPI27 uses the GeoLite database provided for free by MaxMind

2. ip-api.com28 uses public DNS information supplied by GoogleDNS and OpenDNS.
They do not make public the source of their geolocation information.

3. ipapi.co29 Is a commercial provider offering a free service. They do not make public
what their source is.

4. Nekudo30 also uses the GeoLite database

5.4.3 Reference Data

The accuracy of the information retrieved by the services below has been tested against a
dataset of geolocation information provided by Netcraft. The NetCraft IP address infor-
mation is derived from public number registry databases. Between them, the five databases
contain approximately 10 million netblocks of information which form the WHOIS database.
The majority of netblocks assigned to physical locations are registered in these databases
by large ISPs. The ISPs delegate the blocks of IP addresses down to their customers.
NetCraft aggregates these services daily into a database which has been used to verify the
consistency data geolocated by other services.

The information available in this database is:

• source database name (e.g. RIPE, APNIC, AFRINIC, LACNIC, ARIN)

• country code

• description (usually the owner name, then an address if available)

5.4.4 Experimental setup and methodologies

In order to perform this evaluation we have chosen 25 IP addresses at random from
SnowWall’s database, detected over the course of four days. We have set up a set of

27https://freegeoip.net
28https://ip-api.com/json
29https://ipapi.co
30http://geoip.nekudo.com/
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scripts which query geolocation information from each provider for all the addresses, whilst
at the same time timing the process, catching for errors such as reaching a maximum quota
and logging the results. We have queried NetCraft’s database for the same IP addresses
and logged the results, then proceeded to compare geolocation information for each IP.

5.4.5 Results

The results for each of the evaluation criteria are discussed below.

Speed The table below shows the average speed of completing the request calculated by
running and timing each query three times, once a minute.

Framework Test 1 Test 2 Test 3 Average time
FreeGeolocationAPI 3.626s 3.360s 3.313s 3.436s

ip-api.com 15.877s 15.893s 12.533 14.767s
ipapi.co 8.001s 9.143s 7.298s 8.147s
Nekudo 2.018s 1.985s 1.844s 1.949s

Table 10: Elapsed time for each provider to geolocate a sequence of 25 IP addresses.

We can conclude that by far Nekudo is the fastest of the three, followed by FreeGeoloca-
tionAPI.

Limitations By analysing the table below it is easy to see that ip-api.com and ipapi.co
are unfeasible for the scale of SnowWall, which may issue hundreds of queries per minute
for a user who e.g. does not use anti-tracking methods in their browser.

Framework Maximum Queries
FreeGeolocationAPI 15,000/day

ip-api.com 150/minute
ipapi.co 1000/day
Nekudo no limits

Table 11: Limitations of each framework as per the number of queries in a fixed amount of
time.

Accuracy The evaluation for accuracy has been performed by analysing the results for
the 25-IP Address query. The table below shows best-case results for each framework.

Whilst Nekudo achieves city-level granulation, their API does not provide region informa-
tion. Thus we were unable to perform a conclusive evaluation.

We have also calculated the percentage of results which have achieved the named accuracy,
and the table below shows a performance mark of each framework on our test dataset.
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Framework Country-Level Region-Level City-Level Postcode-Level
FreeGeolocationAPI

ip-api.com
ipapi.co
Nekudo

Table 12: Best-case geolocation accuracy.

Framework Country-Level Region-Level City-Level Postcode-Level
FreeGeolocationAPI 92% 76% 76% 52%

ip-api.com 100% 100% 100% 52%
ipapi.co 100% 100% 100% 52%
Nekudo 92% N/A 76% 0%

Table 13: Performance of geolocation accuracy.

The best results are achieved by ip-api.com, ipapi.co and RIPE. It is worth mentioning that
the result of geolocation for the first two have been entirely identical for each IP address
on our dataset.

Consistency The table below shows a pair-wise comparison of the results returned by
each provider, namely the percentage of queries which have yielded different results in
Provider A from Provider B. We suspect that ip-api.com and ipapi.co use the same provider
as their results have been identical, even if incorrect with respect to WHOIS data.

FreeGeolocationAPI ip-api.com ipapi.co nekudo
FreeGeolocationAPI 32% 32% 0%

ip-api.com 32% 0% 32%
ipapi.co 32% 0% 32%
Nekudo 0% 32% 32%

Table 14: Pairwise comparison of inconsistencies in geolocation data on our small dataset
for each provider. The values represent the percentage of queries with the same result.

Additionally, the following table shows the percentage of conflicts in geolocation between
each provider and the results on the reference dataset. Whilst we cannot guarantee that a
dataset solely based on data-driven methods is entirely accurate, we can guarantee country
information with much better precision since all the information are taken from regional
authorities. This has allowed us to mediate between two geolocation providers which have
placed the same IP in two very different countries - for example, Nekudo and ipapi.co.

Organization Information The table below shows which providers return organization
information on top of the geolocation data.

80



Inconsistency vs. reference data
FreeGeolocationAPI 32%

ip-api.com 12%
ipapi.co 12%
Nekudo 36%

Table 15: Comparison of inconsistencies in geolocation data for each provider versus the
reference dataset. The values represent the percentage of queries with the same result.

Framework Organization information
FreeGeolocationAPI

IP-API.com
ipapi.co
Nekudo

Table 16: Providers which support organization information.

5.4.6 Conclusions

Following the results above we have decided that for the real-time usage required by the
Map View the best case scenario is to use one of the two fastest frameworks. Considering
also the support for a more detailed address we have chosen FreeGeolocationAPI to run in
the back-end when we query connections. It is worth noting that while in the case of this
evaluation the queries have been executed sequentially, SnowWall issues the geolocation
queries in parallel, thus the overhead of creating a connection to the server is minimised.

An issue caused by these results is that no service which provides organization information
is fast enough to show results in real time. We have resorted to hide the owner infor-
mation from the Map View, and to run the RIPE geolocation in the background on the
Organization View, since the Organization View is not required to run in real time.
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6 Case Studies

After the first stages of implementation have been completed, we have started to use
SnowWall in order to evaluate the privacy leaks currently occurring on Windows systems
with popular software. This section presents the experimental setup, test methodology,
and the main results we have found in these experiments.

6.1 Experimental Setup

Our experimental setup includes two virtual machines hosted with Oracle VirtualBox31,
one with Windows 7 and one with Windows 8.1 installed, including the latest updates. No
privacy settings have been initially setup, other than the system defaults. We have also run
a Windows 10 Creator’s Update test, on an out-of-the box Microsoft Surface with the latest
updates installed. The table below lists the software products we have either installed or
focused on for each system in this experiment.

Windows 7 Windows 8.1 Windows 10
Microsoft Office Word 2016
Microsoft Office Excel 2016

Microsoft Outlook 2016
Office Click-To-Run

Google Chrome

Table 17: The list of software products evaluated with SnowWall on each system

Furthermore, we have used SnowWall to inspect the process and network activity of the
system when performing simple tasks such as searching for a file or creating and deleting
files and navigating through the file structure. With this experiment we intend to see
whether these tasks are also an issue, as it has been claimed even search queries or the
content of text files is sent to Microsoft.

6.2 Methodology

Each test has been run with only SnowWall and the relevant software running, each after
a system restart, in order to avoid processes which may still run from previous tasks. The
experiment required that the user starts up SnowWall and then begins to use the software
for five minutes, which includes exiting the program and starting it back again, then turns
off SnowWall and reboots. In the browser tests, only three websites have been navigated
to, Google, Facebook, and Messenger. We have filtered out the direct connections to these

31https://www.virtualbox.org
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websites from the set of connections logged throughout the experiment. In the email test,
only drafts have been composed and no e-mail has been sent.

We have also performed a simple “system” test in which the user was just required to
browse the file system and use search.

6.3 Results

We have aggregated the collected data from the relevant process and group counted the
number of connections pointing to various organizations and countries. Furthermore, we
have investigated any other programs or processes which have started up or opened con-
nections at the same time, including system processes.

Overall results Tables 18-20 show the statistics we have calculated for each test program
over the three experiments. We have intentionally chosen to test a browser in order to have
an idea of the network activity of a program which connects to the internet and is exposed to
online advertising - thus our data confirms that on all operating systems Chrome manifested
a large number of connections. We were also interested to see if the new Microsoft Edge
is in any way more private with the user. The results only show it similarly intrusive as
Chrome.

We have noticed an exponential increase in the number of TCP connections opening up for
a given program proportional with how recent is the version of Windows. We have observed
that Word and Excel tend to open a similar number of connections, while Outlook slightly
outnumbers them. But the most interesting results in our opinion come from the insights
we have gained about processes running in the background, especially on Windows 10.

At the same time as collecting statistics, we have also noted down the countries and organi-
zations targeted by each process, as well as other processes which have opened connections
at the same time with the running test program. We do not include the results for Chrome.
As one can see in the tables, 600 or more connections in 5 minutes of browsing are over-
whelming, and there is plenty of research work dedicated to browser tracking [4].

Windows 10 Due to the very large number of connections detected on a short period of
time, we felt it was required to produce a per-country and per-organization survey of our
results on Windows 10. They can be previewed in Table 21. Our research confirms that
a large majority of data is indeed sent to Microsoft, but we have also noticed that many
connections to Amazon and IPs leased by Akamai are created even with the browser not
running. We have also observed that most data is routed through Ireland - whenever a
program such as an Office program is started, the initial connections open towards Microsoft
Dublin, then a in a few seconds more to the US, the Netherlands, Hong-Kong, Finland,
etc.

Unlike in Windows 7 and 8.1, where the“system” test which only involved file browsing and
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Program Word Excel Outlook Chrome
CONNECTION STATISTICS

Total connections 4 6 68 958
Total hosts 3 3 9 250
Total connections (process) 2 4 20 760
Total connections (others) 2 2 48 198
Total hosts (process) 1 1 4
Total hosts (other) 2 2 5 92
Closed connections on exit (process) 2 2 16
COUNTRY STATISTICS

Total 2 2 5
Total (process) 2 2 4
Total (other) 1 1 1
ORGANIZATION STATISTICS

Total 1 1 1
Total (process) 1 1 1
Total (other) 1 1 1

Table 18: Windows 7: Quantitative results

search did not trigger anything relevant, a surprising amount of connections open up from
Windows 10 when performing the same tasks. Thus we have also focused on the system
tests when producing country and organization statistics.

Another observation worth making is that unlike in Windows 8.1 and 7, connections take
much longer to close. We have waited for approximately 2 to 3 minutes after we have
stopped using the program to test how long it takes connections to close. Around at least
10 connections have been left open by each of Word, Excel and Outlook after program exit.

Running in the background We have also provided a log of the software which runs in
the background as some of the main tasks are run. These of course have largely become an
issue with Windows 10. We have recognized some as simply settings synchronisers, while
others should have no reason to open connections in that situation. For example, Microsoft
OndeDrive has been detected to run at the same time with any Office software on Windows
10, actively opening TCP connections at the program’s start and closing them at exit.

Windows 7 only opened connections via the system process svchost.exe, mainly one or
two connections per test. In Windows 8.1 we notice that also the same service opens
more processes, in addition to BackgroundTaskHost.exe, SettingsSyncHost.exe and the
System Idle Process.

The background processes opened by Windows 10 are way more diverse and have been
documented in Tables 22 and 23.

Office Click-To-Run has been an interesting case study. In one instance Office Click-To-
Run has been caught red-handed sending data not only to Microsoft, but also to a suspect
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Program Word Excel Outlook Click-to-run Chrome
CONNECTION STATISTICS

Total connections 59 41 76 10 837
Total hosts 14 14 17 7 243
Total connections (process) 13 16 20 4 615
Total connections (others) 46 25 56 5 222
Total hosts (process) 5 7 6 3 226
Total hosts (other) 14 9 13 4 80
Closed connections on exit (process) 8 16 15 4 615
COUNTRY STATISTICS

Total 6 5 5 4
Total (process) 4 5 4 3
Total (other) 5 5 5 3
ORGANIZATION STATISTICS

Total 2 2 2 2
Total (process) 1 2 1 1
Total (other) 2 2 2 2

Table 19: Windows 8.1: Quantitative results

IP range some geolocation providers have identified as belonging to the US Department of
Defence. We are aware that this may be a false positive as we acknowledge our geolocation
framework is not extremely accurate. At the same time, it is a suspect result and we were
unable to reproduce it since.

6.3.1 Limitations

The main limitations of this experiment are brought by the geolocation framework. A thor-
ough investigation should survey in depth every IP address identified, which unfortunately
in our current state we were unable to do. For example, many IP adresses owned by Aka-
mai Technologies provide owner information in WHOIS databases but not even continent
information in geolocation. Other IP addresses refuse ping probes, thus cannot be detected
by the simplest latency-based geolocation methods.

Because of these reasons, we are aware this research might include a large number of false
positives or true negatives, but we hope this provides a good start on the field of researching
privacy leaks on Windows and will inspire future work on the matter.

A possible extension for this project would be repeating these experiments with an improved
geolocation framework.
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Program Word Excel Outlook Click-to-run Chrome
CONNECTION STATISTICS

Total connections 213 90 117 96 1129
Total hosts 52 37 35 34 264
Total connections (process) 79 43 45 16 799
Total connections (others) 134 47 72 80 330
Total hosts (process) 12 10 11 12 251
Total hosts (other) 47 27 33 26 189
Closed connections on exit (process) 63 10 36 11 799
COUNTRY STATISTICS

Total 7 3 6 6
Total (process) 4 3 4 4
Total (other) 6 3 6 6
ORGANIZATION STATISTICS

Total 6 5 6 4
Total (process) 2 2 1 2
Total (other) 5 5 6 4

Table 20: Windows 10: Quantitative results.

6.3.2 Discussion

From our evaluation we can confirm that the legacy Windows 7 is the most private op-
erating system. When evaluating each offline software product only a very small number
of connections have started. This is yet a concerning proof that Windows 7 is no longer
entirely private, as some users were hoping.

Windows 8.1 has placed itself second, opening a few dozen connections for each program
we have tested. With 8.1 we have started to notice that background tasks and the SystemI-
dleProcess have become extremely active in their networking activity, targeting Microsoft’s
or various advertising end-points.

Windows 10 has confirmed our worries as well as many user’s complaints. The number
of open connections is very large, and the overhead on the network is nearly damaging
the user’s experience of Windows. A big number of Windows Store applications, and
applications such as Photos, Search, Cortana and Skype seem to open a even larger number
of connections than the foreground programs themselves. This has provided further ideas
about features to be added to SnowWall, e.g. a start-up program manager and a means to
remove unwanted Windows Store apps.
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Application Microsoft Verizon Akamai CloudFlare Skype Amazon
Click-to-run 42 0 49 0 2 0
Outlook 91 2 22 2 1 3
Word 62 4 120 4 2 7
Excel 33 2 53 2 1 0
System 15 2 24 2 1 0

Application US IE NL SG HK IS FI AT LU
Click-to-run 61 9 10 3 4 0 0 0 1
Outlook 61 12 19 0 0 0 27 1 1
Word 63 14 35 5 1 0 3 0 2
Excel 31 6 16 5 1 0 3 0 1
System 24 5 10 0 0 0 0 0 1

Table 21: Windows 10: a survey of the target organization and location of connections

Table 22: The number of connections
opened by background processes when run-
ning the Excel test (top) and Word test
(bottom)

Table 23: The number of connections
opened by background processes when run-
ning the Outlook test (top) and Chrome
test (bottom)
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7 Conclusions and future work

7.1 Conclusions

This project has set out to produce a tool which would allow a friendly and efficient interface
for monitoring network connections and allowing the users to a more fine-grained control
over their privacy. We have created SnowWall, an application compatible on Windows
7 and above capable of performing this task. This application has a modular back-end
which queries the system TCP/IP driver API for active connections, interfaces with the
Windows Firewall, adds logging handlers to process start and stop events, and provides
RESTful access and minor data processing to existing geolocation services. SnowWall also
provides monitoring in the SQL format, which is scalable, flexible, and allows proficient
data analysis of the logs. The front end has been designed with the help of user-centered
design research. We believe this choice has allowed us to create a more versatile and simple
front-end which can motivate users to active use.

We have evaluated this program with the help of user testing, as well as qualitative analysis
of the geolocation frameworks we use. We have also tested the program in a corporate
environment for performing a security analysis and we have observed that SnowWall has
been very useful in inspecting minor data breaches. While we are aware that SnowWall
is neither an intrusion detection system or an anti-virus tool, the fact that it contains all
its features in one place allows it to greatly improve the operating procedure of network
analysis. Thus we believe the product we have created is disruptive and useful.

Finally, we have used SnowWall in a range of case studies, which has allowed us to inspect
the current state of privacy on Windows systems. Given the lack of peer-reviewed literature
in this area, we believe that even our small studies are a great contribution to privacy
research on Windows. Our results have only underlined what we were suspecting: that
a lot of data is being leaked, through Windows, straight to Microsoft, and that this has
also become an issue with Windows 7, even if at a very small scale. We have noticed an
exponential growth in the number and bandwith of network connections open while the
user is not using the Internet, from few dozens of connections in Windows 8.1 to almost
a hundred in Windows 10. We have learned that on Windows 8.1 and 10 many of the
leaks are performed through processes independent of the one being used, which allows the
user the possibility to take simple action by blocking these services or removing unwanted
programs. Last, but not least, we have learned that Microsoft collects data in all parts of
the world, but mainly Ireland, the US, Hong-Kong, and the Netherlands. And we were
surprised to see that connections to advertisers such as Amazon, Facebook, and Google,
have still been detected on the system even when the user didn’t even start the browser
since reboot.

To conclude, we believe we have achieved the main objectives of this project, and we are
looking forward to future work which may improve its documented flaws.
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7.2 Improvements

We have considered our weak points and below we suggest a list of improvements that could
be made to the platform, in order to build the best and most resilient version of SnowWall.

Geolocation Because of the ongoing problem of IP geolocation, SnowWall has been
built with a modular design, allowing interchangeable geolocation frameworks to be used,
depending on the user’s desired granularity, and has been tested with various geolocation
frameworks and techniques. We were unable to provide a better solution than the current
state-of-the-art, and thus we were forced by time constraints and project priorities to
choose available methods and do our best to aggregate them in the best way; we hope
that improving the geolocation accuracy will prove crucial in detecting malicious hosts and
improving the performance and protection offered by SnowWall.

Data processing We are aware that the processing work required by geolocation could
be done asynchronously on a server e.g. with cron jobs. This would allow us to better
compare the geolocation data we receive from various services and protocols and also to
query other services which do not provide a RESTful API.

Program manager Currently SnowWall provides no features allowing it to uninstall
programs. We believe this could be a good addition to the Program View allowing the user
to quickly remove software which they do not use but has made itself remarked because of
opening network connections.

Front-end Choosing Windows Forms as a front-end development framework was to allow
a proof-of-concept of the application. We are aware that with more time invested into this
project, a better front-end could be built with the Windows Presentation Foundation, which
would have allowed more versatile data binding, animations, font scaling, and multiple
other controls, or even a Universal Windows Platform application which would seamlessly
integrate with touch on tablets.

7.3 Future work

Building a geolocation framework As we have previously stated in both the Back-
ground section, in Evaluation and in the Case Studies, we believe that the quality of
SnowWall as a research tool would be much improved by providing it with an adaptive and
on-target geolocation framework, as the current available free solutions, as well as the most
popular paid solution, MaxMind, are notoriously full of errors. A possible continuation
of this project would be applying the research and current state-of-the-art and produce
a new such framework. We have envisioned a latency-based framework which makes use
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of mined data, bordering between the two methods but concentrating on scale. Such a
method would require large datasets of landmarks as well as great networking resoruces.

Packet Filtering A way to greater improve the analysis and study of leaked data, a
means of packet filtering could be implemented into SnowWall. We have not concentrated
on this feature throughout this project as we have noticed the data which is send over to
Microsoft is generally encrypted, but at the same time given the existing toolset provided
by SnowWall we believe that minimal packet filtering features would provide more insight
into the connections.

Separating between inbound and outbound connections Currently SnowWall can-
not differentiate between inbound and outbound connections as we were unable to find an
API or any other means to retrieve this information. Currently we perform a simple filtering
based on connection state, but we are aware that displaying both inbound and outbound
connections on the Map View may be misleading to the user who is only allowed to block
outbound connections in that view. We propose as a future extension evaluating the band-
width of each connection in real-time, and by the number of packets sent and received
inferring whether it is inbound or outbound.

Context menu for blocking programs It has been suggested in our user design re-
search that we add a context menu in the Windows Explorer which would allow right-
clicking a program’s executable and automatically blocking it to the Windows Firewall.

History visualization tool It would provide great insights and a even more convincing
visualisation if users were able to preview a history of connections, for example by dragging
a slider under the map and being offered a visual log of results.

7.4 Legal concerns

7.4.1 Geolocation

It is still an open question how do legal frameworks position themselves with respect to IP
geolocation, since IP geolocation can be used both as a tool to protect privacy or to invade
it.

In the United Kingdom, IP geolocation is limited by the Data Protection Act to only yield
the physical address of the ISP. Any further tracking (e.g. for criminal tracing) has to be
carried out by getting the ISP to check their logs.

On the other hand, many online enterprises are now subject to strict laws imposed in the
US and Europe, such as the USA PATRIOT Act, the Bank Secrecy Act, the US Treasury
Department’s Office of Foreign Assets Control etc., which require identification of the online

90



visitors. By identifying where online visitors really are, geolocation can be used to protect
institutions from fraud, and individuals from cyber-stalking, identity theft etc, as well as
help in criminal investigation and research in computer security.

7.4.2 Privacy

A data survey performed by the Data Sovereignity group[73] has found that 92% of IP
professionals agree with the idea that user’s data should not leave the country. We have
noticed throughout our research that this is not at all the case with Microsoft Windows.
Storing data outside the country it it used involves many risks, not only privacy, but also
consistency and integrity.

In 2016, the European Union has introduced a new Data Protection Regulation[74] which
is mostly concerned with the security of IT systems and states that standards should be
implemented in all businesses which collect or use data. Currently a business can be fined
in the UK at most 400,000 pounds in case of negligence in a data breach. Given the
Vault7 leaks, and the colossal number of records lost or leaked throughout the years, the
new regulation is much tougher on businesses and the fines they need to pay if they are
found to have carelessly handled user’s data. We hope that these regulations will inspire
businesses to apply security standards more thoroughly, as well as incite both academic
and corporate research into more proficient anonymisation techniques.
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